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a b s t r a c t

We studied how the strain, induced exchange field and extrinsic Rashba spin-orbit coupling (RSOC)
enhance the electronic band structure (EBS) and electronic heat capacity (EHC) of ferromagnetic silicene
in presence of external electric field (EF) by using the Kane-Mele Hamiltonian, Dirac cone approximation
and the Green’s function approach. Particular attention is paid to investigate the EHC of spin-up and spin-
down bands at Dirac K and K 0 points. We have varied the EF, strain, exchange field and RSOC to tune the
energy of inter-band transitions and consequently EHC, leading to very promising features for future
applications. Evaluation of EF exhibits three phases: Topological insulator (TI), valley-spin polarized
metal (VSPM) and band insulator (BI) at given aforementioned parameters. As a new finding, we have
found a quantum anomalous Hall phase in BI regime at strong RSOCs. Interestingly, the effective mass
of carriers changes with strain, resulting in EHC behaviors. Here, exchange field has the same behavior
with EF. Finally, we have confirmed the reported and expected symmetry results for both Dirac points
and spins with the study of valley-dependent EHC.

! 2017 Elsevier B.V. All rights reserved.

1. Introduction

A puckered honeycomb geometry of silicon (Si) atoms, so-called
silicene as a newmassless Dirac fermion system has been attracted
a great deal of attention both theoretically and experimentally [1–
5]. The detectable quantum spin Hall effect is one of the results of
its strong spin-orbit coupling (SOC) [6–9]. The possibility of dissi-
pationless spin currents along its edges makes silicene useful for
technological applications in spintronics field. Silicon atoms con-
stitute the sp2=sp3 mixed hybridization while hybridization of car-
bon atoms in graphene is sp2 [10]. The buckled structure plus the
large ionic atomic volume of Si atoms lead to a large SOC which
is roughly 1000 times larger than graphene [11,12]. On the other
hand, the mixture hybridizations sit the A and B sublattices in dif-
ferent vertical planes with a separation of d ! 0:23 Å [13,14], as
shown in Fig. 1. Like graphene, the low-energy dynamics of carriers
at two Dirac K and K 0 points of the hexagonal first Brillouin zone
(FBZ) can be described well by massive Dirac theory because of

the mentioned above large SOC [15]. These features open a band
gap in silicene band structure which is quoted as
DSO ! 1:55—7:9 meV from density functional theory and tight-
binding calculations [6,8,13]. As a result, it is found that the Dirac
nature of fermions leads to a TI phase in silicene. Also, it has been
predicted that an on-site potential difference (Dz ¼ Ezd) can be cre-
ated by applying an external EF, Ez, between sublattices, yielding a
tunable band gap [13,14,16]. They have shown that the spin degen-
eracy at Dirac K and K 0 points can be broken with EF. For Dz > DSO, a
transition from TI to BI is reported [13,16]. At the critical value,
Dz ¼ DSO, the lowest band gap at each valley closes, forming a
Dirac-like point which is referred to a valley-spin-polarized metal
(VSPM) phase.

Since the silicene band structure is tunable and may posses dif-
ferent phases by an external EF, it is worth study the spin-
dependent phenomena, for example EHC. Moreover, a RSOC (or
extrinsic SOC) term naturally also appears in the effective models
for silicene by structural inversion asymmetry of the system by
applying gate voltage, curvature and substrate effects [17–19].
Controlling SOC plays a key role for application of silicene-based
structures in spintronics field [20–22]. However, this term has a
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negligible effect on the energy dispersion and could be neglected
for most purposes [23,24] which is confirmed by our results. Beside
electronic properties, thermal properties of silicence are still not
well studied. Due to the specific lattice of monolayer silicene,
investigation of thermal conductivity and thermodynamic proper-
ties are interesting. Many works have been done in this case, for
example thermal conductivity of silicene is predicted around 20–
65W/mK in Refs. [25–29]. EHC of a semiconductor system is
defined as the ratio of heat used by the carriers (here, Dirac fer-
mions) to the rise in temperature of the system [30]. Our system
is considered as a ferromagnetic with an exchange fieldM. In order
to induce ferromagnetic correlation in graphene and silicene, a
metallic ferromagnetic material is used as substrate [31].

In real electronic circuits based on the low-dimensional sys-
tems, the systems have been fixed with an intrinsic strain and
stress strengths. The strain can change many features of 2D-
materials. In graphene, Dirac points remain at K and K 0 valleys
under biaxial strain, but they affected for strain along the different
directions [32–35]. Contrary to the graphene, both r# and p# bands
in silicene are more sensitive to the strain-induced [36–40]. For
example, silicene becomes metallic under biaxial strain larger than
12% [36–38] and it turns into a metal under stain larger than 12%
(14%) along the armchair (zigzag) directions [40]. However, the

investigation of thermodynamic properties of silicene under strain
is still remain to be studied.

In this work, we have investigated the effects of strain, EF,
exchange field and RSOC on band structure and EHC of a ferromag-
netic silicene in three mentioned phases at Dirac points. Green’s
function approach is carried out with the Kane-Mele Hamiltonian
to study the dynamics of massive carriers. The outline of this paper
is as follows: Section 2 describes the Hamiltonian and calculation
details. Section 3 shows the calculated spin- and valley-

dependent EBS and EHC. In Section 4 the numerical results are
explained. Conclusions are given in Section 5.

2. The effective Hamiltonian model and Green’s functions

Here is considered a monolayer silicene system on the xy-plane,
exposed to the perpendicular EF, Ez, as illustrated in Fig. 1. The sys-
tem is described by following model in order to study the dynam-
ics of carriers [41]

H ¼ $t0
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in which the first term denotes the nearest-neighbor hopping with
energy of t0 ’ 1:3 eV and the sum runs over all neighboring pairs
hi; ji. cyi;rðci;rÞ creates (annihilates) an electron with spin-up and
spin-down as rz at site i. The first two terms illustrate the Kane-
Mele Hamiltonian describing the SOC with DSO ’ 1:55 meV, being
~r ¼ ðrx;ry;rzÞ the Pauli matrices. Also is defined

mij ¼
ð~di+ ~djÞ)ẑ
jð~di+~djÞ)ẑj

¼ ,1, with ~di and ~dj being the two typical vectors which

connect the next nearest neighbors, and sum over all such pairs
indicated by & i; j ' [42,43]. ~uij ¼ $ðDR=a0Þẑ+~dij which j~dijj ¼ a0
is the length of the lattice translational vector, DR is the normalized
magnitude of RSOC [44]. The fourth term is the staggered sublattice
potential term as mentioned before in Section 1 with 1i ¼ þ1ð$1Þ
for AðBÞ sites. The final term is related to the induced exchange
magnetic field by the magnetic insulator substrate. The effect of
strain on Hamiltonian is given by the two-dimensional reductions
of the strain tensor as follows [35,45]

e ¼ !
cos2 h$ m sin2 h ð1þ mÞ cos h sin h

ð1þ mÞ cos h sin h sin2 h$ m cos2 h

 !
; ð2Þ

In this equation, h denotes the angle which the applied strain
with respect to the x axis direction, ! is the strain modulus and
m ¼ 0:62 is Poisson’s ratio from ab initio calculations for silicene
[46]. In our calculations h ¼ 0 refers to strain along the zigzag
direction. Therefore, we have considered our calculations based
on the strain-induced and converted nearest neighbors vectors.
The low-energy limit of the above Hamiltonian in a ferromagnetic
silicene in presence of a perpendicular uniform EF is described as
[6,8,23]:

wherein vF is the Fermi velocity of carriers for the in-plane
momentum k ¼ ðkx; kyÞ of the FBZ. a ! 3:86 Å is the equilibrium
lattice constant of silicene and siði ¼ x; y; zÞ are the Pauli matrices
in the sublattice space. The first term in Eq. (1) is the pristine gra-
phene Hamiltonian at Dirac cone approximation for KðK 0Þ points
indexed by g ¼ þ1ð$1Þ. This term refers to the intra-layer hopping
from A atoms to B atoms and vice versa. The second term is the
Kane-Mele Hamiltonian for the intrinsic SOC [6,47]. If silicene rests
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Fig. 1. (a) Side view and (b) top view schematic illustration of silicene sheet. The A
and B sites separated by a distance 2d within the EF, Ez . The black dashed lines
illustrate the Bravais unit cell including two atoms. ~di and ~dj are two typical vectors
connecting the next nearest neighbors.
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onto the surface of a magnetic insulator or metallic ferromag-
netic substrate, an exchange magnetization field can be
induced as M ¼ DSO=2 [48,49]. The Hamiltonian after strain is
given by

with k0x ¼ kxð1$ kx!Þ and k0y ¼ kyð1$ ky!Þ where kx ¼ 2:2 and
ky ¼ $1:3 are the logarithmic derivative of the nearest-neighbor
hopping with respect to the lattice parameter (a ¼ 3:86 Å) at
! ¼ 0 along the x and y directions, respectively [50]. The Green’s
function matrix can be readily obtained by following equation

G$1
g;rz

ðk; ixnÞ ¼ ixn Î$ Hg;rz ðkÞ: ð5Þ

Having substituted Eq. (4) into Eq. (5), the explicit form of the
Green’s function matrix is found but has not been written here
because it is quite lengthy.

3. Spin- and valley-dependent energy dispersion and electronic
heat capacity

DOS can be calculated by the trace of imaginary part of the
Green’s function matrix, DðeÞ ¼ $ITrGðeÞ=p [50]. Taking trace over

the quantum numbers which label the Hamiltonian, engaging Eqs.
(1) and (5) along with setting ixn ! eþ i0þ as an analytical contin-
uation (being 0þ a very small real number), the total DOS would be
eventuated

Dg;rz ðeÞ ¼ $ 1
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where l describes a sub-site and Nc is the number of unit cells (or
the number of k vectors in the FBZ). Although DOS of the system has
been calculated and utilized in extraction of EHC, its graphs are not
presented here; instead we have studied the electronic structure by
means of the eigenvalues eðkÞ of Eq. (4) which give the EBS as
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In fact, DOS and EBS have the same meaning for studying the

band gaps. The EHC could be introduced by following expression
[51]
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Fig. 2. Spin-dependent electronic band structure of ferromagnetic silicene with M ¼ DSO=2;DR ¼ DSO=2 and ! ¼ 10 % in valley K at (a) Dz=DSO ¼ 0 (TI regime), (b) Dz=DSO ¼ 0:5
(TI regime), (c) Dz=DSO ¼ 1 (VSPM regime) and (d) Dz=DSO ¼ 1:5 (BI regime).
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CðTÞ ¼
Z þ1
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in which DðeÞ calculated by Eq. (6) and f ðeÞ ¼ 1=½ee=kBT þ 1. (kB is the
Boltzmann constant) represents the Fermi–Dirac distribution func-
tion. By using Eqs. (6) and (8), the EHC would be obtained as
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4. Numerical results and discussions

In this section, taking into account Eqs. (4), (5), (7) and
(9), we obtain the entire low-energy EHC and MS curves. Also,
we have completed our analytical calculations based on the
reported parameters in Ref. [8]. Here, results are at K point
and at K 0 point, the spin labels only switch, as shown in
Figs. 10 and 11.

The reproduced results of Ref. [44] for EBS evolution with Dz in
the presence of strain, RSOC and exchange field is shown in Fig. 2.
When Dz ¼ 0, a spin degeneracy appears which energy bands are
separated by an insulating gap of 2DSO and the system is in the
TI regime. For Dz < DSO, system remains at TI phase with a spin
splitting and two energy gaps (jDk;"j and jDk;#j) which
jDk;"j < jDk;#j. In this regime (TI), the spin-up (down) energy gap
decreases (increases) with Dz. At Dz ¼ DSO, the spin-up energy
gap closes and then reopens by increasing Dz further (Dz > DSO).
As we mentioned before, Dz ¼ DSO is corresponding value of electric
field in VSPM regime. For Dz > DSO, the system transitions to the BI
regime and both gaps increase with Dz. All presented results are in
agreement with Ref. [44].

It is well-known that EHC of semiconductors at low tempera-
tures, can be written as CðTÞ / e$D=kBT [51,30,52]. The Schottky
anomaly as an interesting effect can be explained with the change
of entropy of the system. As we know, at zero temperature only the
lowest energy level is occupied and entropy is zero. In this regards,
there is a very little probability of a transition to a higher energy
level but as the temperature increases, entropy increases and
therefore the probability of a transition goes up. As the tempera-
ture closes to the difference between the energy levels in the sys-
tem, there is a broad peak corresponding to a large change in
entropy for a small change in temperature. At high temperatures,
all levels are occupied and there is again a little change in entropy
for small changes in temperature and thus a lower EHC [53]. Here,
D is the combined electric field and RSOC potentials.

The corresponding curves for EHC in TI, VSPM and BI regimes
are presented in Fig. 3. The total EHC at Dz ¼ 0 is 2 times larger
than each spin which is reasonable because of the absence of EF.
Also, the TSchottky (’ DSO=kB) is constant for total and each spin in
panel (a). The reason of how the heat capacity be tuned by EF is
related to the band gap sizes in Fig. 2 based on the Eq. (9). By
decreasing (increasing) the band gaps, EHC moves towards the
lower (higher) temperatures due to the relation CðTÞ / e$D=kBT .
For all regimes, spin-down has the larger EHC than spin-up and
TSchottkyjspin$up < TSchottkyjspin$down because of the corresponding
energy gaps. It is necessary to mention that for all regimes, total
EHC is bigger than each spin.

Presented in Fig. 4 are the EBS for various strains which one can
see that the strain does not affect the band gap size in the presence
of Dz ¼ DSO and DR ¼ DSO=2 with VSPM phase. The remarkable point
in these figures is the slope of curves which is obviousable by the
initial value of eðkÞ=DSO at !hvFkx=DSO ¼ $4. We have found that the

Fig. 3. As Fig. 2 but for electronic heat capacity.
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Fig. 4. Spin-dependent electronic band structure of ferromagnetic silicene with M ¼ DSO=2;DR ¼ DSO=2 and Dz ¼ DSO in valley K at (a) ! ¼ 0%, (b) ! ¼ 5%, (c) ! ¼ 10% and (d)
! ¼ 15%.

Fig. 5. As Fig. 4 but for electronic heat capacity.

B.D. Hoi et al. / Journal of Magnetism and Magnetic Materials 439 (2017) 203–212 207



Fig. 6. Spin-dependent electronic band structure of ferromagnetic silicene with M ¼ DSO=2; ! ¼ 10% and Dz ¼ 3
2DSO in valley K at (a) DR ¼ 0, (b) DR ¼ DSO=2, (c) DR ¼ 3

2DSO and
(d) DR ¼ 15

2 DSO .

Fig. 7. Similar to Fig. 6 but for electronic heat capacity.
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Fig. 8. Spin-dependent electronic band structure of ferromagnetic silicene with DR ¼ DSO; ! ¼ 10% and Dz ¼ 3
2DSO in valley K at (a) M ¼ 0, (b) M ¼ DSO=2, (c) M ¼ DSO and (d)

M ¼ 3
2DSO .

Fig. 9. Fig. 8 but for electronic heat capacity.
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slope of curves decreases with strain within the used model in Eq.
(4). According to the concept of effective mass
(m# ¼ !h2ð@eðkÞ=@kÞ$1), we can claim that the effective mass of car-
riers increases with strain, as soon as the band gap slope decreases.
This creates a problem in the carriers’s conductance. For this rea-
son, EHC behavior changes with strain without the change of gaps.
It is necessary to mention that, we had the slopes changes in the
previous case (Fig. 2) but the band gap changes were more domi-
nant than the effective mass. It is easy to understand the behavior
of Schottky anomaly in Fig. 5. Evaluation of strain with small val-
ues leads to the increase of TSchottky for each spin because electrons
need to the higher thermal energy to jump the band gap, but sys-
tem turns into another state under strain larger than 10% in agree-
ment with Ref. [40]. Factually, the scattering rate scale is the main
reason of these behaviors. At large strains, carriers scatter from
each other similar to the presence of a perturbation and goes to
their initial state with more degree of freedom in transport.

The effects of RSOC on EBS and EHC of case Dz ¼ 3
2DSO have been

studied in Figs. 6 and 7. One can see that the RSOC does not change
the energy gaps effectively and only the slope of curves increases
in agreement with Refs. [23,24]. We know that the slope of curves
in band structures are responsible for the effective mass of carriers.
By increasing the RSOC, slopes increase, leading to the reduction of
effective masses. So, one can expect a decline behavior for TSchottky

which a little shifting is observed. The total, spin-up and spin-
down EHC slightly decreases with DR up to DSO. For DR > DSO, the
EHC decreases more than DR < DSO case. There is an interesting

behavior for DR > DSO in the BI regime (Dz ¼ 3
2DSO) and spin-up

case. As a new finding, we have two direct band gaps around
kx ¼ 0 symmetrically which leads to a quantum fluctuation in the
system. For this reason, we witness a small fluctuation in spin-up
EHC curve for DR > DSO. However, it affects the total EHC because
of the difference between two spins.

Finally, we have investigated the spin-dependent EBS and
temperature-dependent EHC in Figs. 7 and 8 for various
exchange field strengths, namely M ¼ 0;M ¼ DSO=2;M ¼ DSO and
M ¼ 3

2DSO. Surprisingly, both spin band gaps decrease with
exchange field up to DSO in Dz ¼ 3

2DSO;DR ¼ DSO and ! ¼ 10%. At
M ¼ DSO, spin-up band gap closes and then reopens for M > DSO

while spin-down band gap decreases still slightly. Exchange field
and electric field have the same behaviors with a difference
between the spin-down band gaps in Dz > DSO and M > DSO.
The corresponding EHC curves show the reduction behavior for
TSchottky of each spin with M up to DSO. At M ¼ DSO, required
TSchottky to jump the gap energy is DSO=kB and increases for
M > DSO (see Fig. 9).

The valley-dependent EHC for spin-up and spin-down has been
studied in Figs. 10 and 11, respectively with M ¼ DSO=2;DR=DSO=2
and ! ¼ 10% at TI, VSPM and BI regimes. One can confirm the
reported and expected symmetry aspects of Dirac K and K 0 points
with the spin-up and spin-down cases [54]. For spin-up and
Dz < DSO, EHC at Dirac K 0 point is larger than Dirac K point which
we expect the inverse reactions for spin-down (panel (b) in
Fig. 11).

Fig. 10. Valley-dependent electronic heat capacity of spin-up with M ¼ DSO=2;DR ¼ DSO=2 and ! ¼ 10% at (a) Dz=DSO ¼ 0 (TI regime), (b) Dz=DSO ¼ 0:5 (TI regime), (c)
Dz=DSO ¼ 1 (VSPM regime) and (d) Dz=DSO ¼ 1:5 (BI regime).
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5. Conclusions

To sum up, we have addressed the spin- and valley-dependent
electronic band structure and electronic heat capacity of ferromag-
netic silicene in three regimes including topological insulator,
valley-spin polarized metal and band insulator in the presence of
strain, exchange field, electric field and Rashba spin-orbit coupling.
Our findings show that the electric field (strain) and exchange field
(Rashba spin-orbit coupling) have the same behaviors in their
bands. We have found an anomalous quantum spin Hall phase at
strong Rashba spin-orbit couplings. Also, we have confirmed the
symmetry aspects with the help of valley-dependent electronic
heat capacity. Finally, we have varied the EF, strain, exchange field
and RSOC to tune the energy of inter-band transitions and conse-
quently EHC, leading to very promising features for future
applications.
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