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We address the electronic phase engineering in the impurity-infected functionalized bilayer graphene 
with hydrogen atoms (H-BLG) subjected to a uniform Zeeman magnetic field, employing the tight-binding 
model, the Green’s function technique, and the Born approximation. In particular, the key point of the 
present work is focused on the electronic density of states (DOS) in the vicinity of the Fermi energy. 
By exploiting the perturbative picture, we figure out that how the interaction and/or competition be-
tween host electrons, guest electrons, and the magnetic field potential can lead to the phase transition 
in H-BLG. Furthermore, different configurations of hydrogenation, namely reduced table-like and reduced 
chair-like, are also considered when impurities are the same and/or different. A comprehensive infor-
mation on the various configurations provides the semimetallic and gapless semiconducting behaviors 
for unfunctionalized bilayer graphene and H-BLGs, respectively. Further numerical calculations propose 
a semimetal-to-metal and gapless semiconductor-to-semimetal phase transition, respectively, when only 
turning on the magnetic field. Interestingly, the results indicate that the impurity doping alone affects 
the systems as well, leading to semimetal-to-metal and no phase transition in the pristine system and 
hydrogenated ones, respectively. However, the combined effect of charged impurity and magnetic field 
shows that the pristine bilayer graphene is not influenced much as the functionalized ones and phase 
back transitions appear. Tuning of the electronic phase of H-BLG by using both types of electronic and 
magnetic perturbations play a decisive role in optical responses.

© 2018 Elsevier B.V. All rights reserved.
1. Introduction

Graphene as a first two-dimensional (2D) carbon material is 
still a subject of extensive research in nanoscience in both sci-
entific and engineering fields due to its remarkable electronic 
and physical properties such as the unconventional quantum Hall 
effect [1] and high carrier mobility [2–4]. However, the pris-
tine graphene with inherent zero band gap is not applicable in 
logic circuits stemming from its fairly low on/off current ratio of 
about 4 [5]. To overcome this obstacle, one has to explore ef-
fective methods to open a band gap in its electronic spectrum, 
resulting in converting massless Dirac fermions to massive ones. 
In so doing, there are various approaches such as applying elec-
tric field [6,7], uniaxial strain [8,9], different substrates [10,11], 
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cutting graphene [12,13], and chemical functionalization [14]. All 
of these ways break the electron–hole band symmetry and in-
duce a finite (non-zero) band gap. To do the best way, one should 
be aware that the stability of the honeycomb lattice of graphene 
is conserved during the processes, i.e. during applying external 
perturbations. In addition on graphene, a new window in logic 
applications can be opened using the topological insulators with 
remarkable topological properties of edge states in dynamical su-
perlattices [15]. Moreover, other applicable photonic Floquet topo-
logical insulators in honeycomb lattice of atomic ensembles give 
rise to fascinating features [16]. On the other hand, it is worth-
while to mention that for logic devices, the electro-optical proper-
ties of atomic systems alarm interesting outcomings [17,18].

Currently, hydrogenation of carbon materials has attracted con-
siderable attention due to the widespread applications behind it. 
Hydrogenation of graphene induces different electronic and mag-
netic characterizations into the graphene, making it a proper can-
didate in logic devices with a non-zero band gap, which is estab-
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lished both theoretically and experimentally in Refs. [19–26]. It 
has been shown that the full adsorption of hydrogen (H) atoms 
on top of carbon (C) atoms in graphene opens a band gap of 
3.43 eV [27] and a net magnetic moment of 1 μB (μB being 
the Bohr magneton constant) [28,29]. Furthermore, ferromagnetic 
and antiferromagnetic ordering for different couplings between 
H and C atoms are reported [23]. One of the important factors 
leading to different properties in the hydrogenation of graphene 
refers to the hydrogenation configuration. It implies that fully hy-
drogenated graphene, which is called graphane has different re-
sponses compared to the half-hydrogenated one [20,30]. In ad-
dition to hydrogen, other chemical functionalizations with F, OH, 
COOH, and O give rise to fascinating properties in graphene [13,
30–32]. The main goal of functionalization of graphene is destroy-
ing sp2-hybridization indeed. It should be noted that the hydro-
genation process is reversible in order to tune the electronic phase 
of the system [19,33].

Unlike monolayer graphene, tuning of the band gap and elec-
tronic properties in bilayer graphene is easier originating from the 
interlayer coupling between C atoms from the top and bottom lay-
ers [34]. The same ways used in monolayer graphene in order 
to induce a band gap can be used in bilayer graphene too [5–7,
34–38]. The arrangement of electronic bands in bilayer graphene 
shows that the system is a semimetal [39,40]. Furthermore, the 
chemical modification of few-layer graphene by H atoms has been 
investigated well experimentally [41]. They found that the prop-
erties of hydrogenated-few-layer graphene depend strongly on the 
number of layers. On the one hand, it has been shown that the 
hydrogenated bilayer graphene is a ferromagnetic semiconduc-
tor [35], which of course, like the monolayer case, the hydro-
gen site-dependent physical properties are expected [19,21,22,26,
42–45]. On the other hand, stacking of layers is important. Bilayer 
graphene has different types of stacking including the Bernal (AB-
stacked), the simple (AA-stacked), twisted, and so on [46–49]. In 
AB (AA) staking case, A/B atom in the first layer corresponds to 
B/A (A/B) atom in the second layer. Bilayer graphene and its hy-
drogenated version inherently have large potentials in real ap-
plications [5,35,50]. Generally, the hydrogenation of single-layer 
graphene is much easier than the bilayer case [19,33]. Although 
most of the references above are on AB-stacked bilayer graphene, 
to the best of our knowledge, a few investigations of hydrogenated 
AA-stacked bilayer graphene have been done to date.

Recently, there have been several studies on the magnetic field 
effect on bilayer graphene [51,52]. As well known, the thickness of 
2D materials tells us that only the coupling between the magnetic 
field and spin degrees of freedom is possible, not the orbit one. It 
is better to say that the coupling from spins is more dominant than 
the orbit ones in 2D systems. For this reason, applying a magnetic 
field leads to various physical properties. Also, investigation of hy-
drogenated bilayer graphene subjected to a magnetic field beam 
is interesting. In addition, as mentioned before, optimizing elec-
tronic properties of bilayer graphene requires to control the band 
gap which has been done by numerous methods [see the previ-
ous paragraph]. Interestingly, impurity doping effects is also one of 
the ways to tune the physical quantities of low-dimensional ma-
terials [53–59]. This is also appealing in condensed matter physics 
to see what the impurity effects on the electronic phase of hydro-
genated bilayer graphene are.

Motivated by the provided insights on hydrogenated bilayer 
graphene and different effective factors, we raise this question: 
What are the electronic treatments of the impurity-infected hydro-
genated bilayer graphene (H-BLG) subjected to a uniform magnetic 
field with different H configurations? To answer this question, 
we restrict ourselves to the basic quantity, electronic density of 
states (DOS). Although, as mentioned, there are numerous works 
on bilayer graphene theoretically, a few reports can be found on 
Fig. 1. (Color online.) Geometry of hydrogenated AA-stacked bilayer graphene for 
(a) pristine, (b) table-like, (c) chair-like, (d) r-table-like, and (e) r-chair-like case. 
The intralayer and interlayer hopping energies are labeled by t and t′ , respectively. 
The perpendicular magnetic field is also applied in the z-direction as �B.

the combined effects of magnetic field and impurity on H-BLG. In 
this paper, theoretical calculations are performed using the tight-
binding Hamiltonian model and the Green’s function approach. 
Also, the electron–impurity interaction effect between the host 
electrons of H-BLG and the external impurities is considered by 
means of the Born approximation and T-matrix method. The de-
tails will be shown later. We report the electronic phase transition 
and mid states stemming from various interactions. In other words, 
here we show that how one can control the electronic properties 
of H-BLG for future logic applications.

The paper is organized as follows. In Sec. 2, we describe the 
effective Hamiltonian model for H-BLG in the presence of the mag-
netic field in detail in which the special attention is paid to the 
way of hydrogenating. In Sec. 3, we introduce the Born approxi-
mation and T-matrix in order to find the interacting Green’s func-
tions. Then, we calculate DOS using the Green’s function elements 
derived from the perturbed Hamiltonian. The results will be pre-
sented in Sec. 4 and to conclude, we summarize our remarkable 
findings in Sec. 5.

2. Model description

The intent of this section is to introduce the model address-
ing H-BLG lattice to allow for a systematic and routine assessment 
of electronic phase transition. To describe the dynamics of Dirac 
fermions in presence of magnetic field, the following tight-binding 
model Hamiltonian has been used [60]:

Ĥ =
∑
i, j

∑
σ ,σ ′

∑
α,β

[
tαβσ

i jσ ′ + εασ
i δαβδi jδσσ ′

]
ĉ†ασ

i ĉβσ ′
j

+ gμB B/2
∑

i,l

[
â†

li,↑âli,↓ + b̂†
li,↑b̂li,↓ + H.c.

]
,

(1)

wherein tαβσ
i jσ ′ defines the hopping integral between an electron 

with spin σ from subsite α in the unit cell i to another elec-
tron with spin σ ′ from subsite β in the unit cell j. εασ

i is the 
on-site energy for an electron with spin σ from subsite α in the 
unit cell i. The hydrogen contribution with spin up is included 
in the on-site energy. Also, l is used for the layer index. In this 
work, five forms of hydrogenation are considered, namely pristine, 
table-like, chair-like, reduced table-like (r-table-like), and reduced 
chair-like (r-chair-like). Since our structure is considered as bilayer 
including four atoms per unit cell [A1, B1, A2, and B2] without hy-
drogenation, as illustrated in Fig. 1(a), by considering one H atom 
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for each C atom and spin degree of freedom, the Hamiltonian can 
be presented by a 10 × 10 matrix

Ĥ(�k) =

⎛
⎜⎜⎜⎜⎝

Ĥ11(�k) Ĥ12(�k) Ĥ13(�k)

Ĥ†
12(

�k) Ĥ22(�k) Ĥ23(�k)

Ĥ†
13(

�k) Ĥ†
23(

�k) Ĥ33(�k)

⎞
⎟⎟⎟⎟⎠ , (2)

where the term Ĥ11(�k) for C atoms in the first layer is given by

Ĥ11(�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ĤA1↑A1↑ ĤA1↑A1↓ ĤA1↑B1↑ ĤA1↑B1↓

ĤA1↓A1↑ ĤA1↓A1↓ ĤA1↓B1↑ ĤA1↓B1↓

ĤB1↑A1↑ ĤB1↑A1↓ ĤB1↑B1↑ ĤB1↑B1↓

ĤB1↓A1↑ ĤB1↓A1↓ ĤB1↓B1↑ ĤB1↓B1↓

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 gμB B/2 f (�k) 0

gμB B/2 0 0 f (�k)

f ∗(�k) 0 0 gμB B/2

0 f ∗(�k) gμB B/2 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(3)

in which the structure factor is defined as f (�k) = t
(

1 +
exp 

[
+i�k · �a1

]
+ exp 

[
+i�k · �a2

])
for t � 3 eV and �a1 = a0

(√
3êx +

ê y
)
/2 and �a2 = a0

(√
3êx − ê y

)
/2 with a0 � 1.4 Å. The term 

Ĥ12(�k) for interlayer hopping between layers is also described by

Ĥ12(�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ĤA1↑A2↑ ĤA1↑A2↓ ĤA1↑B2↑ ĤA1↑B2↓

ĤA1↓A2↑ ĤA1↓A2↓ ĤA1↓B2↑ ĤA1↓B2↓

ĤB1↑A2↑ ĤB1↑A2↓ ĤB1↑B2↑ ĤB1↑B2↓

ĤB1↓A2↑ ĤB1↓A2↓ ĤB1↓B2↑ ĤB1↓B2↓

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

t′ gμB B/2 0 0

gμB B/2 t′ 0 0

0 0 t′ gμB B/2

0 0 gμB B/2 t′

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(4)

for t′ � 0.2 eV. All constant elements in this paper are taken from 
Refs. [61–63]. The term gμB B is energy corresponding to the ap-
plied external magnetic field which couples only to the electron 
spin, μB is the Bohr magneton, and g is the degeneracy number. 
On the other hand, Ĥ22(�k) = Ĥ11(�k). It is necessary to mention 
that the distance between two layers of bilayer graphene has been 
considered of 3.35 Å [64–66]. Also, the tabular form of Ĥ13(�k) and 
Ĥ23(�k) for hopping between H and C atoms are given by

Ĥ13(�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ĤA1↑H1↑ ĤA1↑H2↑

ĤA1↓H1↑ ĤA1↓H2↑

ĤB1↑H1↑ ĤB1↑H2↑

Ĥ Ĥ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (5a)
B1↓H1↑ B1↓H2↑
Ĥ23(�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ĤA2↑H1↑ ĤA2↑H2↑

ĤA2↓H1↑ ĤA2↓H2↑

ĤB2↑H1↑ ĤB2↑H2↑

ĤB2↓H1↑ ĤB2↓H2↑

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (5b)

where the elements of these two Hamiltonians depend strongly on 
the type of hydrogenation, as mentioned in Fig. 1. The values of 
these elements will be given later when analyzing the respective 
results. As for Ĥ33(�k) between H atoms, we have

Ĥ33(�k) =
⎛
⎝ tp 0

0 tp

⎞
⎠ , (6)

for tp = −2.4 eV. In our calculations, we set all physical constants 
equal to unity. By using Eq. (2), the explicit form of Green’s func-
tion matrix can be found by the following relation [67]

Ĝ−1(�k,iωn) = iωn Î − Ĥ(�k) (7)

where iωn → E + i0+ refers to the fermionic Matsubara fre-
quency [67] in the numerical calculation in which 0+ = 5 meV is 
a very small real number. The Green’s function obtained in Eq. (7)
is used to find DOS of the mentioned lattice. The details of calcu-
lations in terms of Green’s function is presented in the following. 
DOS can be calculated by tracing over the imaginary part of diag-
onal Green’s function elements as

D0(E) = − 1

2π Na Nc

∑
�k

10∑
μ=1

Im
[

Gμμ
0 (�k,E)

]
, (8)

where μ describes a sub-site (A, B, and H) and 2 stands for the 
spin degree of freedom. Na and Nc are the number of atoms in the 
unit cell and the number of unit cells, respectively. Furthermore, 
it should be mentioned that the sum over vector �k is taken over 
the honeycomb reciprocal space, i.e. the first Brillouin zone (FBZ). 
The study of DOS in H-BLG in the presence of a magnetic field 
and impurity constitutes the main aim in this work. In the next 
section, the electron–impurity interaction effect will be discussed 
in detail. Furthermore, the perturbed DOS will be calculated us-
ing the interacting Green’s function elements after considering the 
electron–impurity coupling.

3. Electron–impurity interaction

In this paper, we investigate the effects of dilute charged impu-
rity on the electronic properties of H-BLG when doping randomly. 
The place of the doped impurity is not mattered within our for-
malism and we only have information on the concentration of the 
impurity and the scattering potential induced to the whole system. 
To this end, we use the Born approximation in the scattering the-
ory and T-matrix [67]. In the Born approximation framework, the 
self-energy 	(�p, E) is a state-independent constant for electron–
impurity interaction

	̂(�p,E) = niνi

⎡
⎣1 − νi

Ni

∑
�k∈F B Z

Ĝ0(�k,E)

⎤
⎦

−1

, (9)

where Ni , ni , νi , and �p are the number of impurity atoms per unit 
cell, the impurity concentration, impurity scattering potential, and 
the wave-vector induced by impurity to the host electrons, respec-
tively. Through the Dyson equation, the perturbed configuration of 
Green’s function reads [67]
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Ĝ(�k,E) = Ĝ0(�k,E)
[

1 − Ĝ0(�k,E)	̂(�p,E)
]−1

. (10)

Manifestly, the electronic perturbed DOS computes by mean of the 
imaginary part of the trace of the interacting Green’s function ma-
trix:

D(E) = −1

2π Na Nc

∑
�k

10∑
μ=1

Im
[

Gμμ(�k,E)
]
. (11)

In the next section, using the electronic disordered DOS-derived 
above, we examine the numerical results for electronic features of 
impurity-infected H-BLG subjected to a magnetic field. Although 
the Green’s function matrix can be obtained analytically in our 
model, here we proceed with a numerical calculation.

4. Results and discussions

In this section, we intend to analyze the effect of charged impu-
rity and the magnetic field on H-BLG with different hydrogenation 
configurations. It should be noted that henceforth, we use t as en-
ergy unit in numerical calculations; concomitantly all energies are 
measured in units of 1/t . The section is divided into three parts. 
First, we will focus on building an intuitive understanding of the 
effective way of hydrogenation in our formalism. In other words, 
we need to know which kind of hydrogenation ways proposed in 
Fig. 1 gives rise to fascinating properties. This task requires the 
knowledge of DOS for each configuration, which will be presented 
in Fig. 2. Also, we will present the behavior of DOS in a fixed uni-
form magnetic field for the chosen configurations in Fig. 3 in order 
to see the difference between their behaviors in the absence and 
presence of magnetic field.

Second, we will study the chosen systems for a wide range of 
applied magnetic field in Figs. 4–6. In particular, we choose differ-
ent values for the magnetic field, namely gμB B/t = 0, 0.2, 0.5, and 
0.8. These values have been chosen since gμB B > t gives the un-
stable lattice, while it is reasonable to have gμB B < t to conserve 
the stability of the system. Even though the main aim is finding 
the scattering effect between the magnetic field wave and the host 
electronic waves, we should take care of the stability of the system 
even theoretically.

Finally, in the third part, as a proof of principle for new elec-
tronic features of the combined effect of impurity and magnetic 
field, we consider a narrow energy depicted in Figs. 7–9. The cho-
sen narrow energy is a consequence of the previous reports, which 
the most important alterations took place near the Fermi level. It is 
assumed that the systems before and after applying the magnetic 
field and impurity are in their optimized state. It is worthwhile 
to note that to observe new electronic properties such as elec-
tronic phase transition in H-BLG, we need to perform numerical 
calculations for momenta belonging to hexagonal FBZ with ranges 
−2π/

√
3a0 ≤ kx ≤ +2π/

√
3a0 and −4π/3a0 ≤ ky ≤ +4π/3a0. 

Furthermore, we set in all the calculations of DOS the Fermi level 
to zero.

Before entering into the details of the results, let us write the 
key points of DOS treatment in general. Electronic DOS gives us the 
information on the electronic state distribution of particles (elec-
trons and holes) in an electronic system based on the respective 
places of states in valence and conduction band, i.e. with posi-
tive and negative energy, respectively. Indeed, it tells us how many 
states are located per electron volt (eV) in each energy band. 
Thereby, by using this, the degenerate states appear depending 
on the peaks in DOS curves. Note that the main differences be-
tween the degree of occupied and unoccupied energy levels are 
that in the more occupied levels the higher peaks in DOS emerge, 
whilst the fewer ones correspond to the unoccupied or less oc-
cupied states. In addition, we expect the zero and non-zero value 
Fig. 2. (Color online.) The electronic DOS of pristine BLG and H-BLGs. The systems 
are in the absence of impurity and magnetic field in this figure. The Fermi level is 
set to zero (magenta vertical dashed line at E/t = 0).

for DOS around the Fermi level for semiconductor/insulator and 
semimetal/metal devices because in the semiconductor/insulator 
materials there is no state in the vicinity of Fermi level, whereas 
there is overlapped states for the semimetal/metal ones [67,68]. 
One thing more about DOS refers to the conservation of the area 
under the curve. This point should be considered always. However, 
we do not compute the area under curves in the present work and 
it can be observed from the curves when shifting up/down and/or 
right/left. Accordingly, we restrict ourselves to this phase degener-
ation in our calculations to determine the electronic phase of the 
systems.

Now it is time to list the Hamiltonians Ĥ13(�k) and Ĥ23(�k) for 
t1 = t2 = 5.72 eV:

ĤTL
13(

�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−t1 0

−gμB B/2 0

−t1 0

−gμB B/2 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, ĤTL
23(

�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 t2

0 gμB B/2

0 t2

0 gμB B/2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(12a)

ĤCL
13(

�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−t1 0

−gμB B/2 0

t1 0

gμB B/2 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, ĤCL
23(

�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 t2

0 gμB B/2

0 −t2

0 −gμB B/2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(12b)

ĤrTL
13 (�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0

0 0

0 0

0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, ĤrTL
23 (�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 t2

0 gμB B/2

0 t2

0 gμB B/2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, (12c)

ĤrCL
13 (�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0

0 0

0 0

0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, ĤrCL
23 (�k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 t2

0 gμB B/2

0 −t2

0 −gμB B/2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (12d)
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Fig. 3. (Color online.) The comparison between DOS of pristine BLG, rTL H-BLG, and 
rCL H-BLG subjected to a constant magnetic field gμB B/t = 0.5 when the impurity 
atoms are absent.

4.1. DOS of pristine BLG and H-BLGs with and without magnetic field

Let us start by investigating the electronic DOS as a function of 
normalized energy E/t from −5 eV to +5 eV in the absence of a 
magnetic field and impurity doping. In Fig. 2 DOS of pristine BLG, 
table-like H-BLG, chair-like H-BLG, r-table-like H-BLG, and r-chair-
like H-BLG is illustrated, respectively, for gμB B/t = 0, ni = 0%, and 
νi/t = 0. In this figure, we have used Eq. (8), the unperturbed DOS 
for different electronic correlations between C and H atoms pro-
vided by the Green’s function elements. Observe that the agree-
ment of pristine result of DOS [the black color] with the results of 
Ref. [69] is excellent. This confirmation allows us to proceed for the 
hydrogenated versions of BLG, the other colors in the figure. It can 
be seen that DOS of pristine BLG exhibits two logarithmic spikes, 
so-called the van Hove singularities around E/t = ±1, whereas 
more than two appears in the case of hydrogenated ones. The van 
Hove singularity describes the degenerate state in the electronic 
structure. Appearing more degenerate states are logical here due 
to the newly added states stemming from H atoms to the struc-
ture. On the one hand, two van Hove singularities which are main 
characters of BLG (it is one in the case of monolayer graphene) 
disappears when doping H atom on both layers, i.e. table-like and 
chair-like cases.

It is interesting to note that at the very beginning that the 
table-like and chair-like H-BLGs are insulator systems because of 
their wide band gap of � 2.2t and � 3.1t around the Fermi level, 
respectively. Also, one can see an electron–hole symmetry for this 
table- and chair-like H-BLGs at a fairly low-energy limit, as magni-
fied in inset panel for the pristine BLG. On the other hand, the 
reduced versions of these H dopings to only one of the layers 
shows remarkable behaviors compared to the H doped on both 
layers. Surprisingly, the merger of hydrogenated one of the layers 
showcases the electronic DOS of monolayer graphene in the range 
of −1.5 ≤ E/t ≤ +1.5. It means that in the case of r-table-like 
and r-chair-like H-BLGs, we deal with two almost gapless semi-
conductor systems. Generically, DOS at −0.75 ≤ E/t ≤ +0.75 is 
symmetric in all cases, i.e. D(E) = D(−E). For these reasons, we 
are interested in two latter configurations much more than the for-
mer insulator ones. In what follows, a proper interpretation of our 
main outcomings is focused on pristine BLG, r-table-like (rTL) and 
r-chair-like (rCL) H-BLGs.

Now we turn to study the DOS of selected systems when a 
perpendicular magnetic field is present. We have numerically per-
formed the same calculations by assuming that the contribution 
of both spin-up and spin-down are the same [due to the pro-
posed model in Eq. (1)]. For this reason, we have focused on 
D(E) = [

D↑(E) +D↓(E)
]

when dealing with the magnetic field 
throughout the paper. Additionally, we stress that the electronic 
DOS depends strongly on the strength of the magnetic field due 
to the magnetic field-dependent Hamiltonian in Eqs. (3) and (4). 
Fig. 4. (Color online.) The effect of magnetic field on the electronic DOS of pristine 
BLG when the impurity atoms are absent.

To see this point, in Fig. 3 we plot DOS for pristine BLG, rTL H-
BLG, and rCL H-BLG lattices at gμB B/t = 0.5. It is clear that DOS 
curves are changed as soon as the magnetic field is turned on. 
At first glance, one observes that the electron–hole symmetry is 
broken in pristine BLG [the black color] and two spikes split into 
three ones in both negative and positive energy sides. The new 
degenerate states corresponding to these new spikes in both sides 
originate from the Zeeman effect based on our proposed Hamil-
tonian in Eq. (1). This is valid for other two lattices as well, i.e. 
extra degenerate states appear compared to the cases without the 
magnetic field in Fig. 2.

Nevertheless, the most considerable point in this figure is that 
the electronic phase of the systems changes either for pristine BLG 
or rTL and rCL H-BLGs when gμB B/t = 0.5. As gμB B/t moves 
away from zero, a semimetal-to-metal and gapless semiconductor-
to-semimetal phase transition occurs for pristine BLG and rTL and 
rCL H-BLGs, respectively. The main reason of symmetry breaking 
and electronic phase transition can be understood from the charge 
distribution of the carriers in the system. Actually, the initial distri-
bution of electronic waves is destroyed when involving with new 
perturbation wave (magnetic field). Further, one can expect that 
the area under curves is conserved after magnetic field because of 
the shifting up and right/left sides. The strong dependence of the 
electronic DOS on gμB B/t can be examined further in detail in the 
following.

4.2. DOS of pristine BLG, rTL H-BLG, and rCL H-BLG subjected only to 
the magnetic field

So far, we have been analyzing the unperturbed lattices and 
in short the magnetic field-induced ones. To infer whether the 
van Hove singularities and/or the electronic phase of the systems 
change with the magnetic field, throughout the following analysis 
in this subsection, we will not consider the impurity effects for all 
three lattices yet. Paying attention to the discussion of the mag-
netic field effects mentioned in the previous part on the electronic 
properties of chosen lattices [see Fig. 3], we show DOS of pris-
tine BLG in Fig. 4. Here, we observe a similar treatment for DOS 
as in the case gμB B/t = 0.5, i.e. the rise in DOS at E/t = 0 be-
side the splitting the pronounced peaks at E/t = ±1. By increasing 
the magnetic field the broadening of van Hove singularities is in-
creased and the electron–hole symmetry between the valence and 
conduction bands is no longer visible, and instead we can see that 
the intensity of DOS around the Fermi level D(0) increases [see 
the inset panel], leading to a semimetal-to-metal electronic phase 
transition. These new features stem from magnetic field-induced 
states, which is again due to the Zeeman splitting effects. As we 
increase the strength of the magnetic field, the height of the peaks 
decreases and DOS moves toward the higher negative and positive 
energies. This comes from the general rule of conservation of the 
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Fig. 5. (Color online.) The calculated DOS of r-table-like H-BLG in the absence (ab-
sence) of impurity doping (magnetic field).

area under DOS. In particular, physically point of view, the proba-
bility density increases at higher energies when the magnetic field 
is present, which can be understood better by the spectral function 
quantity (out of the scope of the present paper).

As discussed before, when turning on the Zeeman magnetic 
field we will observe electronic phase transition from gapless 
semiconductor to semimetal which, in turn, generate phase as new 
scattering process is introduced. This can be regarded as a band 
overlapping process around the Fermi level. This strongly moti-
vates us to calculate further the effect of magnetic field (less and 
more than gμB B/t = 0.5) on DOS of rTL H-BLG in Fig. 5. We show 
in Fig. 5 the electronic DOS of rTL H-BLG corresponding to the 
magnetic field-induced states belonging to FBZ for magnetic field 
strengths gμB B/t = 0, 0.02, 0.5, and 0.8. As can be seen from the 
figure, the role of the coupling between external magnetic field 
and electron spins is to create overlapped valence and conduction 
bands in the vicinity of Fermi level E/t = 0, and adding new de-
generate states in the energy range −5 eV and +5 eV. Comparing 
the plots for pristine BLG and rTL H-BLG, we first notice that, in the 
absence of impurity doping, DOS peaks in rTL H-BLG do not alter 
effectively or not depend strongly on the magnetic field strength. 
However, quite the contrary, in the pristine BLG, there is a critical 
value for the magnetic field, in which, before and after that, DOS 
has different behaviors around E/t = −1. For instance, see the in-
set panel of Fig. 5, two van Hove singularities can be observed 
before and after gμB B/t = 0.5, whereas there is only one peak at 
gμB B/t = 0.5. This is not the case in pristine BLG [see Fig. 4]. One 
thing more is the effect of magnetic field on both valence and con-
duction bands. In the case of pristine BLG, both sides are affected 
significantly, whilst for rTL H-BLG, only the conduction band (the 
positive side of the energy axis) is affected when increasing the 
magnetic field.

Fig. 6. (Color online.) The numerical results for DOS of r-chair-like H-BLG subjected 
to the magnetic field without electron–impurity interaction effect.

Results of DOS of rCL H-BLG are shown in Fig. 6 as well. As ex-
pected, the electronic DOS around E/t = 0 increases with increas-
Fig. 7. (Color online.) The effect of charged impurity on the electronic DOS of 
pristine H-BLG for (a) different ni without magnetic field, (b) different ni with 
gμB B/t = 0.4, (c) different νi/t without the external magnetic field, and (d) dif-
ferent νi/t with gμB B/t = 0.4.

ing Zeeman magnetic field. All information regarding the splitting 
effects and electronic phase transition valid again here. There is 
a gapless semiconductor-to-semimetal phase transition at E/t = 0
when the magnetic field is increased. Note that the formation of 
overlapped states of valence and conduction bands are completely 
different as a function of energy E/t , indicating that both energy 
sides are affected by the magnetic field. Apart from these, still, the 
critical magnetic field gμB B/t = 0.5 is observed here as before and 
after that, the number of van Hove singularities around E/t = +1
are two, while it is only one at gμB B/t = 0.5.

4.3. Impurity-infected DOS of pristine BLG, rTL H-BLG, and rCL H-BLG 
with and without the magnetic field

So far, we have not considered the impurity doping effects in all 
lattices and only we dealt with the magnetic field. In what follows, 
the dilute charged impurity will be considered in the absence and 
presence of the magnetic field in order to see how the electronic 
phase of the pristine BLG, rTL H-BLG, and rCL H-BLG systems will 
be enhanced. After establishing the effect of a magnetic perturba-
tion on our systems it is worthwhile to concisely cover some of 
the key features of the electronic perturbation effects before we 
end the paper. Since the most important features in previous plots 
happened to the low-energy limit of DOS, we restrict ourselves to 
the energy range from −1/2 to +1/2, not the whole range of en-
ergy considered before, as shown in panels (a)–(d) of Figs. 7–9.

Let us first explain two scenarios considered in this part. In 
all cases systems are doped with the same impurities (different ni
and fixed νi/t) and different impurities (different νi/t and fixed ni ) 
in the absence and presence of magnetic field. In Figs. 7–9, pan-
els (a), (b), (c), and (d) correspond to the different ni without mag-
netic field, different ni with magnetic field, different νi/t without 
magnetic field, and different νi/t with magnetic field, respectively. 
When fixing ni , νi/t , and gμB B/t we use values 10%, 0.5, and 0.4, 
respectively.

The electronic DOS of charged impurity-infected pristine BLG is 
shown in Fig. 7. In Fig. 7(a) although DOS without magnetic field 
increases within the energy range of E/t = −1/2 to E/t = +1/8
with increasing impurity concentration ni , it decreases slightly for 
the case of E/t > +1/8, leading to the semimetal-to-metal elec-
tronic phase transition overall. In Fig. 7(b) when impurity-infected 
pristine BLG is subjected to a magnetic field gμB B/t = 0.4, two 
different behaviors besides the semimetal-to-metal phase transi-
tion occur. From E/t = −1/2 to E/t = +1/16, DOS increases with 
ni albeit mostly close to the Fermi level and from E/t > 1/16 DOS 
decreases with ni slightly. This means that the competition be-
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Fig. 8. (Color online.) The charged impurity-dependent electronic DOS of r-table-like 
H-BLG for (a) different ni without magnetic field, (b) different ni with gμB B/t =
0.4, (c) different νi/t without the external magnetic field, and (d) different νi/t
with gμB B/t = 0.4.

tween the magnetic perturbation (gμB B/t = 0.4) and electronic 
one (ni ∈ [0%–20%]) affects the scattering process of carriers. For 
this reason, finding the proper energy level for their new situation 
and distribution differs than before. To cover the second scenario 
we have investigated νi/t-dependent DOS as a function of E/t in 
the presence of perturbations. In Fig. 7(c), significant changes can 
be observed for different νi/t . The electronic wave distribution of 
carriers alters more effectively than the case of ni in panel (a). This 
big difference stems from the basic knowledge of this scenario. Dif-
ferent νi/t refers to differently doped impurities which obviously 
affects the scattering rate of carriers much more than the same 
ones. When the magnetic field is present, one can claim that the 
difference is not considerable and the system shows almost the 
same treatment, as presented in Fig. 7(d).

To characterize the mentioned effects on the hydrogenated ver-
sions of BLG, i.e. rTL and rCL H-BLGs, we now examine the elec-
tronic density of the corresponding states to the different config-
urations of impurity doping in the presence and absence of mag-
netic field. In Fig. 8 we plot the impurity-infected electronic DOS 
summed over the whole FBZ of rTL H-BLG without (left panels) 
and with (right panels) the Zeeman magnetic field. Interestingly, 
while the electronic DOS in the absence of magnetic field ap-
pears insensitive to the impurity concentration ni [see Fig. 8(a)], 
it depends on how the impurity interacts with the magnetic field 
gμB B/t = 0.4, as shown in Fig. 8(b). In other words, one can see 
that a gapless semiconductor to the gapped (p-doped) semicon-
ductor phase transition occurs when the magnetic field is present 
in rTL H-BLG under the same impurity atoms doping process. On 
the other hand, this is not the case with different impurity atoms 
doping. In Fig. 8(c), in spite to the case of panel (a), DOS changes 
significantly with νi/t , resulting in a gapless semiconductor to the 
gapped (p-doped) semiconductor electronic phase transition again. 
However, the coexistence of impurity scattering potential and the 
magnetic field potential in panel (d) does not provide a remarkable 
alteration, and eventually no phase transition observes. Of course, 
new degenerate states (small peaks at E/t > 0) are observed due 
to overlapped bands mentioned originating from the competition 
between νi/t and gμB B/t .

To finish, let us briefly discuss the key findings of the electronic 
disordered DOS of rCL H-BLG observed when turning on and off 
the magnetic field [see Fig. 9]. As was mentioned before, for the 
case of different ni and fixed νi/t corresponding to the same im-
purity atoms, the upper panels [(a) and (b)] are plotted, while the 
lower panels [(c) and (d)] refer to the different impurity atoms, 
i.e. different νi/t and ascertained ni . Similar to the case of pris-
tine BLG and rTL H-BLG, new behaviors for states close to the 
Fig. 9. (Color online.) The charged impurity-dependent electronic DOS of r-table-like 
H-BLG for (a) different ni without magnetic field, (b) different ni with gμB B/t =
0.4, (c) different νi/t without the external magnetic field, and (d) different νi/t
with gμB B/t = 0.4.

low-energy limit are observed. This implies that the new electronic 
phases are appeared to confirm our claim about the new features 
occurring in the presence of both impurity and magnetic field. In 
Fig. 9(a) we display the numerical data for DOS with different ni
without magnetic field as a function of E/t in order to compare 
them with previous lattices. Again, DOS increases with ni up to an 
ascertained E/t for each ni and afterward approaches the p-doped 
semiconductor phase due to the appeared band gap in the posi-
tive energy side. As for panel (b) in the presence of the magnetic 
field gμB B/t = 0.4, there is no special trend and a phase transi-
tion from gapless semiconductor to the metal can be observed. On 
the other hand, the results for different νi/t and fixed ni = 10% in 
panel (c) show that in strong scattering potentials the metal phase 
prevails even if the system is subjected to the gμB B/t = 0.4 [see 
panel (d)], as one can expect for a system with scattered carri-
ers.

5. Conclusions

We have studied the emergence of new states and differ-
ent electronic phases in the pristine and hydrogenated bilayer 
graphene, taking into account the electron–impurity interaction 
and magnetic field effects. We have employed the tight-binding 
Hamiltonian model, the Born approximation, and the Green’s func-
tion method to calculate the perturbed electronic DOS in these 
systems. We have demonstrated that different types of impurity 
and also the hydrogenation configuration lead to different phase 
transitions stemming from the charge distribution of carriers. For 
the case of without magnetic field and impurity, the semimetal-
lic and gapless semiconducting phases are observed corresponding 
to the pristine and hydrogenated bilayer graphene, respectively. 
For the case of only the magnetic field, the electronic DOS tend 
to increase at low-energy limit, leading to the semimetal-to-metal 
phase transition, while a gapless semiconductor-to-semimetal oc-
curs for hydrogenated ones. As further plans, we found that the 
phase of the pristine system only changes with impurity. For the 
combined effect of magnetic field and the charged impurity, we 
provide the phase back transitions. The impact of these factors in 
functionalized bilayer low-dimensional systems render a promising 
way to improve the electro-optical properties in the future logic 
devices.
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