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ABSTRACT
In this research, we propose a novel approach for co-author rela-
tionship prediction in a bibliographic network utilizing geographic
factor and latent topic information. We utilize a supervised method
to predict the co-author relationship formation where combining
dissimilar features with the dissimilar measuring coefficient. Firstly,
besides existing relations have been studied in previous researches,
we exploit new relation related to the geographic factor which
contributes as a topological feature. Moreover, we discover content
feature based on textual information from author’s papers using
topic modeling. Finally, we amalgamate topological features and
content feature in co-author relationship prediction. We conducted
experiments on dissimilar datasets of the bibliographic network
and have attained satisfactory results.

CCS CONCEPTS
• Computing methodologies→Machine learning; • Applied
computing → Law, social and behavioral sciences.
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Link prediction; bibliographic network; multi-relation network;
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1 INTRODUCTION
1.1 Problem Definition
Link prediction in networks has been a key research branch since
the emergence of online social networks. Link prediction is a signif-
icant task in link mining. Link prediction is to predict whether there
will be links between two nodes based on the attribute information
and the observed existing link information. Link prediction not
only can be used in the field of the social network but can also be
applied in other fields [14]. There are many applications of link
prediction in the field of social networks, for instance, these meth-
ods can be applied for link recommendations to users in online
social networks or the evaluation of evolving social network mod-
els (Lu & Zhou 2011) and so on. Moreover, link prediction can be
applied to other networks such as predicting outbreak of a disease
in disease networks, detecting spam emails in email networks or
suggesting alternative routes for possible navigation based on the
current traffic patterns, etc.

Majority existing link prediction researches [1, 4, 6–8, 17] have
been studied on homogeneous networks where only one type of
object and one type of link exists in the network, for instance, co-
author network with object author and co-author link or object user
and link friendship in friendship network. Nevertheless, majority
networks in real-world are heterogeneous where there are vari-
ous object’s types and multiple relations in network, for instance,
bibliographic network is heterogeneous network where contains
multiple objects including authors, papers, venues, affiliation and
so on, concurrently exist numerous relationships among authors
such as co-author relation, relation with common co-author and
so on. Link prediction on heterogeneous network has been studied
in [11, 15, 16], however; those studies just exploited topological
features. As a matter of fact, beside topological features, the content
from papers contains important information which contributes to
the formation of co-author relationship since two authors research
in the same field has a high probability to connect compare to the
dissimilar field. Therefore, in this study, we will study the problem
of predicting the co-author relationship in heterogeneous biblio-
graphic network with exploiting on both topological and content
feature.

In this study, we propose a new approach that amalgamates topo-
logical features and content feature in co-author relationship pre-
diction on the bibliographic network. Previous studies [11, 15, 16]
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considered relations such as co-author relation, relation with com-
mon co-author, the relation is to publish the paper in the same
venue and so on. However, there is no study take into account rela-
tion related to geographic factor, for instance, two authors work
the same laboratory, same research institution, same city, country
or geographic distance from their workplaces and so on. In fact,
the geographic factor can create an important opportunity in co-
author relationship establishment since there is a high probability
for two researchers to corporate together if they work in the same
laboratory or they can have the opportunity to meet and discuss
if they work in the same country and so on. Therefore, besides
existing topological features, we exploit a new topological feature
related to geographic factor. On the other hand, we discover con-
tent feature based on textual information from the author’s papers.
The textual information can be extracted from the title, abstract,
keywords or whole text of the paper. Textual information had been
used for link prediction on the homogeneous network, but with
methods is to count number common keywords [6] or utilize Term
Frequency – Inverse Document Frequency (TFIDF) feature vector
representation and the cosine measure to compute similarity from
the title of papers [17]. In this study, we apply topic modeling to
estimate the topic’s probability distribution of authors. After that,
we will utilize distance measure related to the probability distribu-
tion to measure interest’s similarity of authors. Finally, we utilize a
supervised learning framework to learn the best weights associated
with topological features and content feature. Experimental results
demonstrate that feature related to geographic factor contribute
to enhance the performance of co-author relationship prediction.
Moreover, the content feature is estimated using topic modeling
can improve accuracy in co-author relation prediction. Particularly,
the combination of topological features and content feature with
our proposed method can obtain the highest accuracy. Our research
has the following contributions:

• We exploit geographic factor as a topological feature which
contributes to the performance enhancement of co-author
relationship prediction.

• We discover a content feature in co-author relation predic-
tion based on textual information from author’s papers using
topic modeling technology; from that estimate similarity of
author’s research interest.

• We propose a new method that is to combine topological
features and content feature in co-author relation prediction
on the bibliographic heterogeneous network where there is a
contribution of new topological feature related to geographic
factor and the application of topic modeling in content fea-
ture extraction. We conducted experiments and obtained
satisfying results.

The structure of our paper is organized as follows: section 1
introduce problem definition and related works; section 2 reviews
preliminaries; our approach are proposed in section 3; section 4
illustrates experiments and results; we conclude our work in section
5.

1.2 Related Works
Link prediction is one of the core tasks of social network analysis.
On one hand, the link prediction on social networks has been re-
searched broadly on homogeneous networks where there is just
only one type of object that is considered such as author on co-
author network or user on friendship network and only one type
of link including co-author or friendship relationship respectively.
The first works mostly studied using unsupervised methods [1, 7] in
which dissimilar similarity measures had been proposed to estimate
the similarity of each pair of node 𝑥 and 𝑦. All non-observed links
are ranked according to their similarity scores and the links are
supposed to be higher connection probability if there is a higher
likelihood. Subsequently, supervised methods were proposed for
link prediction [4, 6, 8, 17] where we can combine different features
with different measuring coefficient. In [4, 8], a spectrum of com-
mon topological features was utilized for link prediction including
common neighbors, Jaccard coefficient, Adamic/Adar, and so on.
Moreover, in [6, 17], authors exploited both topological features
and content feature. Topological features consist common neigh-
bors, shortest distance, clustering index, the shortest distance in
author-KW graph, etc. Besides, the content feature was exploited
based on the number of common keywords [6] or title of papers,
after that TFIDF feature vector representation and the cosine mea-
sure to compute similarity [17]. Several survey on link prediction
can be found in [5, 9, 18].

On the other hand, the link prediction problem also was studied
on heterogeneous network [11, 15, 16] where there are multiple ob-
ject types and relationships in network, for instance, bibliographic
network is heterogeneous network with various types of objects
such as authors, papers, venues, affiliation of authors and so on;
there are numerous relationships between authors including co-
author relation, relationship is to publish papers with the same
venues, and so on. Link prediction in relational data which involves
different types of objects and complex relationships between ob-
jects in [11, 16]. Supervised methods were utilized in [11, 15] while
probabilistic model in [16]. However, those studies just explored
topological features from relationships such as publish the same
venues, citation relation, and so on. Therefore, in this study, we
extend the link prediction problem on the heterogeneous network-
bibliographic network by combining topological features and con-
tent feature. Supervised methods will be utilized for link prediction.
In addition to the existing relationships in previous studies, we
exploit a new relation as a topological feature related to geographic
factor. Moreover, we expand to discover content feature based on
textual information from papers where text information can be
extracted from keywords, titles, abstracts or whole papers. Con-
currently, we apply topic modeling to estimate textual information
similarity instead of two existing methods that are number common
keywords and TFIDF.

2 PRIMINALARIES
2.1 Link Prediction in co-authorship networks
The link prediction task is to predict whether two authors will
build co-author relationship in a future time when currently they
haven’t co-authored to each other. There are several frameworks
for link prediction have been studied including similarity-based
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algorithms, supervised learning framework or probabilistic model
that we summarize at subsection 1.2. In this study, we will concen-
trate on supervised learning framework for link prediction. This
framework takes into account link prediction as a simple binary
classification problem: for any two potentially linked objects 𝑎𝑖 and
𝑎 𝑗 , predict whether 𝑙𝑎𝑖𝑎 𝑗 is 1 or 0.

Generally, given a past time interval 𝑇1 = [𝑡1, 𝑡2], we will utilize
features extracted from the aggregated network in time period
𝑇1 to predict the relationship formation in a future time interval
𝑇2 = [𝑡2, 𝑡3]. In training stage, we firstly sample a set of author pairs
that haven’t co-authored in𝑇1, extract associated features in𝑇1, and
record whether a relationship is to occur between them in period
𝑇2. A training model is built to learn the best coefficients associated
with each feature by maximizing the likelihood of relationship
formation. In the test stage, we apply the learned coefficients to
features of the author’s pair in the test set and compare the predicted
relationship with ground truth.

To evaluate the link prediction accuracy under supervised learn-
ing framework, there are several common metrics including Ac-
curacy, ROC-AUC, Precision-Recall and so on. In this study, we
chose two metrics Accuracy and ROC-AUC to evaluate the perfor-
mance of co-author relationship prediction in which the former
is the classification accuracy rate for binary prediction under the
cut-off score as 0.5 and the area under ROC curve (AUC) for the later.

2.2 Topic Modeling
2.2.1 Latent Dirichlet Allocation (LDA). Latent Dirichlet Alloca-
tion(LDA) [10] is a generative statistical model of a corpus. In LDA,
each document may be considered as an amalgamation of vari-
ous topics and each topic is illustrated by a word’s probability
distribution. The generative model of LDA is described with the
probabilistic graphical model in Figure 1a, proceeds as follows:

1. Choose distribution over topics 𝜃𝑖 ∼ Dirichlet(𝛼) for each
document.

2. Choose distribution over words 𝜙 𝑗 ∼ Dirichlet(𝛽) for each
topic.

3. For each of the word position i, j:
3.1. Choose a topic 𝑧𝑖 𝑗 ∼ Multinomial(𝜃𝑖 )
3.2. Choose a word𝑤𝑖, 𝑗 ∼Multinomial(𝜙𝑧𝑖 ;𝑗 )

2.2.2 Author-Topic Modeling (ATM). Author-Topic model (ATM)
[12] is an expanded model from LDA with incorporate author’s
information. Each author is associated with a combination of topics
where topics are multinomial distributions over words. The words
in a collaborative paper are assumed to be the result of a mixture of
the authors’ topics. The generative model of ATM is described with
the probabilistic graphical model in Figure 1b, proceeds as follows:

1. For each author a=1, ..., A choose 𝜃𝑎 ∼ Dirichlet(𝛼)
For each topic t=1,..T choose 𝜙𝑡 ∼ Dirichlet(𝛽)

2. For each document d=1,.., D
2.1. Given the vector of authors 𝑎𝑑
2.2. For each word i=1,...,𝑁𝑑
2.2.1. Choose an author 𝑥𝑑𝑖 ∼ Uniform(𝑎𝑑 )
2.2.2. Choose a topic 𝑧𝑑𝑖 ∼ Discrete(𝜃𝑥𝑑𝑖 )
2.2.3. Choose a word𝑤𝑑𝑖 ∼ Discrete(𝜙𝑧𝑑𝑖 )

(a) LDA (b) ATM

Figure 1: Topic modeling

Table 1: Topological relationships in DBLP network

Relation Semantic Meaning of Relation
APA 𝑎𝑖 and 𝑎 𝑗 are co-authors (target relation)

APAPA 𝑎𝑖 and 𝑎 𝑗 are co-authors of common authors
APVPA 𝑎𝑖 and 𝑎 𝑗 publish in the same venues
AAFA 𝑎𝑖 and 𝑎 𝑗 have relation related to geographic factor

3 PROPOSED APPROACH
In this section, we describe our approach in tackling the problem of
predicting co-author link accurately in a given future time interval
𝑇2 based on available factors of the network in the past time interval
𝑇1. We utilize supervised methods for link prediction and feature’s
exploitation and estimation will be concentrated on this study. In
the training stage, the first step we will sample a set of author pairs
that haven’t co-authored in the past period 𝑇1 and extract features.
In the next step, we utilize a machine learning method to built a
training model to learn the best coefficients associated with each
feature by maximizing the likelihood of relationship formation. In
the test stage, we apply the learned coefficients to features of author
pairs in the test set and compare predicted accuracy with ground
truth.

The feature selection plays a significant role in the decision of al-
gorithm performance of machine learning. Therefore, in this study,
we will concentrate to exploit new topological feature and content
feature based on textual information. Firstly, our approach is to
consider the geographic factor in topological feature extraction. Sec-
ondly, we extract the content feature based on textual information
from the author’s papers using topic modeling. Finally, we combine
topological features and content feature in co-author relationship
prediction. Features extraction for link prediction will be described
details in following subsections.

3.1 Topological Features
In this study, we consider four topological relationships between
authors that each relation corresponds to one feature which is uti-
lized in link prediction (see in Table 1). The first three relationships
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(a) APA relation (b) AAFA relation

(c) APAPA relation (d) APVPA relation

Figure 2: Relations in bibliographic network

include APA, APAPA, and APVPA had been considered in previ-
ous researches [11, 15, 16], however; there is no study take into
account to geographic factor, for instances, two authors have the
same laboratory, same research institution, same city, country or
geographic distance from their workplaces and so on. It can be said
that geographic factor plays a significant role in co-author relation-
ship formation since two researchers work in the same laboratory
or research institution have high probability to connect and write
paper together or supposing there is short geographic distance
from their workplaces, they may have an opportunity to meet the
other, connect, discuss and research common problems. Therefore,
in this study, besides three existing relations, we consider a new
relationship related to geographic factor, namely AAFA. We will
describe four relations in detail in subsubsections.

3.1.1 Relation APA. An author𝑎𝑖 have relation APAwith author𝑎 𝑗
means that 𝑎𝑖 and 𝑎 𝑗 are co-authors. This relation is target relation
that we need to predict in future time interval (see figure 2a) based
on information in the past time interval.

3.1.2 Relation APAPA. An author 𝑎𝑖 have relation APAPA with
author 𝑎 𝑗 means that 𝑎𝑖 and 𝑎 𝑗 have common co-authors. Figure
2c illustrates author 𝑎𝑖 and 𝑎 𝑗 have relation APAPA since they
have common co-author 𝑎𝑘 . There are several common attributes
computed for each node pair (𝑎𝑖 , 𝑎 𝑗 ) from APAPA relation in co-
author relationship prediction [7, 8, 15, 18] including:

• Common Neighbours: Common neighbors is defined as the
number of common neighbors of two authors 𝑎𝑖 and 𝑎 𝑗 ,
namely |Γ(𝑎𝑖 ) ∩ Γ(𝑎 𝑗 ) |, where Γ(𝑎𝑖 ) and Γ(𝑎 𝑗 ) are neighbor
sets of author 𝑎𝑖 , 𝑎 𝑗 respectively.

• Jaccard’s cofficient: Jaccard’s cofficient is a normalized mea-
sure of common neighbors, namely |Γ (𝑎𝑖 )∩Γ (𝑎 𝑗 ) |

|Γ (𝑎𝑖 )∪Γ (𝑎 𝑗 ) |
• Adamic/Adar: Adamic/Adar measure similarity between two
nodes by weighting "rarer" common neighbors more heavily,
namely

∑
𝑎𝑘 ∈Γ (𝑎𝑖 )∩Γ (𝑎 𝑗 )

1
𝑙𝑜𝑔 |Γ (𝑎𝑘 ) |

• Path count: Path count measures the number of path in-
stances between two objects following a given meta path,
denoted as 𝑃𝐶𝑅 where R is relation denoted by the meta
path. For APAPA relations, Path count can be calculated by
the products of adjacency matrics associated with relation
APAPA in the meta path.

3.1.3 Relation APVPA. An author 𝑎𝑖 have relation APVPA with
author 𝑎 𝑗 means that 𝑎𝑖 and 𝑎 𝑗 have published their papers in the
same conference or journal (see figure 2d). This relation implicitly
demonstrates interests in research’s field, for instance, author 𝑎𝑖
and 𝑎 𝑗 usually publish their papers into conference NIPS, this is
synonymous with they are interested in Neural Information Pro-
cessing. Moreover, if they participate in the same conferences or
workshops, they can opportunity to meet, discuss and connect in
research. Therefore, relation APVPA contributes significant feature
in co-author relation prediction. In previous research [15], author
utilized path count to measure the number of path from 𝑎𝑖 to 𝑎 𝑗 . Be-
sides, we also can utilize follow attributes to compute for each node
pair (𝑎𝑖 , 𝑎 𝑗 ) from APVPA relation in co-author relation prediction
such as:

• Common Venues: Common venues (conferences/workshops)
is defined as the number of common venues of two authors 𝑎𝑖
and 𝑎 𝑗 publish their papers, namely |𝑉 (𝑎𝑖 ) ∩𝑉 (𝑎 𝑗 ) |, where
𝑉 (𝑎𝑖 ) and 𝑉 (𝑎 𝑗 ) are sets of venues of 𝑎𝑖 , 𝑎 𝑗 publish their
papers respectively.

• Jaccard’s cofficient: Jaccard’s cofficient is a normalized mea-
sure of common venues, namely |𝑉 (𝑎𝑖 )∩𝑉 (𝑎 𝑗 ) |

|𝑉 (𝑎𝑖 )∪𝑉 (𝑎 𝑗 ) |

3.1.4 Relation AAFA. This study, we concentrate on exploit new
relationship related to geographic factor, namely AAFA. There are
numerous ways to define relation AAFA between two authors (see
figure 2b ), for instance:

• Binary relationship: author 𝑎𝑖 and 𝑎 𝑗 have relation AAFA
when they work in the same laboratory or institution, city,
country. The similarity about geopraphy between 𝑎𝑖 and 𝑎 𝑗
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can be defined as binary value 0 or 1 where value 1 corre-
spond to𝑎𝑖 and𝑎 𝑗 have same laboratory(institution/city/country)
or vice versa.

• Metric space: author 𝑎𝑖 and 𝑎 𝑗 have relation AAFA when
their workplace distance𝑑 (𝑎𝑖 , 𝑎 𝑗 ) <= 𝑟 . The similarity about
geopraphy between 𝑎𝑖 and 𝑎 𝑗 can be defined as geographic
distance.

3.2 Content Feature
Majority research about co-author relation prediction on both ho-
mogeneous and heterogeneous networks considered topological
features [1, 6–8, 11, 15–17], rarely mentioned about the paper’s
content of authors. However, the paper’s content plays a significant
role in co-author relationship formation since there is a higher
probability to contact and connect for two authors research on the
same narrow field compare with the dissimilar fields. Although in
[6, 17] textual information had been exploited, authors just count
the number of common keywords [6] or utilized TFIDF feature
vector representation and the cosine measure to compute similarity
from the title of papers [17]. Vector Space Model (VSM) [13] is a
fundamental technique for textual analysis where each document
is represented by a word-frequency vector. Two disadvantages of
VSM are the high dimensionality as a result of the high number of
unique terms in text corpora and insufficient to capture all seman-
tics. Therefore, in this study, we consider the content feature base on
textual information to estimate the author’s interest similarity us-
ing topic modeling technology. The textual content can be extracted
from keywords of papers, titles, abstracts or full text from papers.
Topic modeling identifies the distribution of latent topics in the
text, which is useful in modeling the interest distribution. Recently,
there are dissimilar methods of topic modeling which include Latent
Dirichlet Allocation (LDA), Author-Topic Model (ATM), etc. In this
study, we will choose LDA and ATM to estimate the topic’s proba-
bility distribution of authors. We measure the similarity between
authors based on their topic’s distribution. Experimental results in
our previous work [2] demonstrated that probability-based distance
is better than vector-based distance. Therefore, it is better if we
choose distance measures related to the probability distribution
such as KullbackLeibler Divergence, Jensen-Shannon divergence,
Hellinger distance, etc.

KullbackLeibler Divergence:

𝑑𝐾𝐿(𝑃 | |𝑄) =
∑
𝑥 ∈𝑋

𝑃 (𝑥) 𝑃 (𝑥)
𝑄 (𝑥) (1)

Jensen-Shannon distance:

𝑑 𝐽 𝑆 (𝑃,𝑄) =
1
2

𝑘∑
𝑖=1

𝑝𝑖𝑙𝑛
2𝑝𝑖

𝑝𝑖 + 𝑞𝑖
+ 1
2

𝑘∑
𝑖=1

𝑞𝑖𝑙𝑛
2𝑞𝑖

𝑝𝑖 + 𝑞𝑖
(2)

Hellinger distance:

𝑑𝐻 (𝑃,𝑄) = 1
√
2

√√√
𝑘∑
𝑖=1

(√𝑝𝑖 −
√
𝑞𝑖 )2 (3)

Table 2: Sumnmary statistics for three co-author networks
from 1995 to 2015

Net1 Net2 Net3
Number of Nodes 3079 4321 13605
Number of Edges 10006 13122 29637
Density 0.002 0.0014 0.0003
Diameter 13 17 23
Clustering coefficient 0.769 0.767 0.713
Average degree 6.5 6.074 4.357
Largest component 98.8% 99.7% 59%

4 EXPERIMENTS AND RESULTS
In this section, firstly we illustrate that combination between new
topological feature AAFA and existing topological features can im-
prove the co-authorship prediction accuracy compared with the
baselines which only using existing topological features. Moreover,
we reveal that content feature estimation based on textual informa-
tion using topic modeling can enhance performance for predicting
co-author relation instead of existing techniques such as TFIDF or
counting number common keywords. Finally, we demonstrate that
the combination of topological features and the content feature in
co-author relation prediction following our proposed method can
reach the highest result.

4.1 Experiments
4.1.1 Dataset. We utilized dataset "DBLP-SIGWEB.zip" which is
derived from September 17, 2015 snapshot of dblp bibliography
database. It contains all publications and authors records of 7 ACM
SIGWEB conferences:

• ACM conference on Hypertext and social media (HT)
• Joint Conference on Digital Libraries (DL)
• Document Engineering (DocEng)
• Web Science (WebSci)
• Conference on Information and Knowledge and Manage-
ment (CIKM)

• Conference on Web Science and Data Mining (WSDM)
• User Modeling, Adaptation and Personalization (UMAP)
Conference

The dataset also contains the authors, chairs, affiliations and addi-
tional metadata information of conferences that are published in
ACM digital library.

In this section, we implement experiments on three different
networks extracted from the dataset "DBLP-SIGWEB.zip". The first
network (Net1) is constructed derived from random 50 authors
with degree larger 10. After that, we get co-authors of those 50
authors. Finally, we get more co-authors of all the above authors.
The second network (Net2) is constructed similar to Net1, but the
difference is to init 50 nodes with the largest publication. Finally,
the third network (Net3) is network corresponding with the whole
dataset "DBLP-SIGWEB.zip". For Net1 and Net2, we extract related
metadata information correspond to authors in the network. Several
summary statistics for three co-author networks from 1995 to 2015
are described in the Table 2.
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Table 3: Feature’s combination

Topological features Content feature
1. APAPA 8. Number common keywords
2. APVPA (CK)
3. AAFA 9. TFIDF
4. AAFA + APAPA 10. ATM
5. AAFA + APVPA 11. LDA
6. APAPA + APVPA
7. AAFA + APAPA + APVPA

Topological features & Content feature
12. AAFA + APAPA + APVPA + CK
13. AAFA + APAPA + APVPA + TFIDF
14. AAFA + APAPA + APVPA + ATM
15. AAFA + APAPA + APVPA + LDA

4.1.2 Experiment Setting. We consider two time intervals for the
network, according to the publication year associated to each paper:
𝑇1 = [1995, 2010] and 𝑇2 = [2011, 2015]. For tranning stage, we
utilize 𝑇1 as past time interval and 𝑇2 as the future time interval.
We consider an author pair (𝑎𝑖 , 𝑎 𝑗 ) where 𝑎𝑖 , 𝑎 𝑗 be called source
author and target author respectively. Firstly, we find all the source
authors that they have relationships building with existing authors
in the future time interval of𝑇2, and use these new relationships as
positive training pairs. We also sample an equal-sized of negative
pairs. Therefore, in the training dataset, the size of the positive
pairs is balanced with negative pairs.

For our experiments, we utilize classification methods as the
prediction model. We perform experiments with different sets of
features and evaluate the incremental performance improvement.
These feature’s combination is shown in Table 3.

In the first group of topological features, we chose Common
Neighbours to calculate similarity for feature APAPA and Common
Venues for APVPA. For feature AAFA, we constructed relationship
AAFA as a binary relationship based on the same laboratory in-
formation. We implemented seven experiments with combination
from three relations APAPA, APVPA, and AAFA. The first three
experiments are experiments correspond to single topological fea-
tures. The experiments 4 and 5 are combinations between one old
feature APAPA and APVPA with new feature AAFA. Moreover, we
experimented 6 with the composition of two old feature APAPA
and APVPA and the amalgamation of those features with new fea-
ture AAFA in experiment 7. We utilized the results of experiments
1, 2 and 6 as baselines to compare with experiments 4, 5 and 7
respectively, from that point on the significance of feature AAFA.

For content feature, we collected textual information from key-
words of author’s papers in the past time interval 𝑇1 since in sci-
entific publication, keywords play a significant role in illustrating
the specific domain of researchers works. To estimate the topic’s
probability distribution of authors using topic modeling, we need
to estimate the number of the topic in the corpus. Firstly, we de-
fined the number of the topic for the whole corpus based on the
Harmonic mean of Log-Likelihood (HLK) [3]. We calculated HLK
with the number of topics in the range [10, 100] with sequence 10.
We realized that the best number of topics is in the range [20, 50]
for Net1 and Net2 (Figure 3a and 4a), [30, 60] (Figure 5a) for Net3.
Therefore, we ran HLK again with sequence 1 and obtained the

(a) ♯ topics ∈ [10, 100], seq 10 (b) ♯ topics ∈ [20, 50], seq 1

Figure 3: Log-likelihood for Net1

(a) ♯ topics ∈ [10, 100], seq 10 (b) ♯ topics ∈ [20, 50], seq 1

Figure 4: Log-likelihood for Net2

(a) ♯ topics ∈ [10, 100], seq 10 (b) ♯ topics ∈ [20, 50], seq 1

Figure 5: Log-likelihood for Net3

best is 36 for Net1 (Figure 3b), 39 for Net2 (Figure 4b) and 46 for
Net3 (Figure 5b). After defining the number of topics, we estimated
the topic’s probability distribution of authors using ATM and LDA.
There are already several available packages for topic modeling

74



Co-author Relationship Prediction in Bibliographic Network:
A New Approach Using Geographic Factor and Latent Topic Information SoICT 2019, December 4–6, 2019, Hanoi - Ha Long Bay, Viet Nam

including topicmodels or lda in R, or Gensim 1 in Python. In this
study, we chose Gensim for training the topic modeling. Finally, we
implemented experiments 10, 11 with the feature is the similarity
between author pairs based on their topic’s probability distribution.
In this study, we chose Hellinger distance to measure the distance
between the two topic’s distribution probabilities. Besides, we con-
ducted experiments 8 and 9 as baselines respect with two existing
methods are to counting the number of common keywords and
TFIDF as in [6, 17].

Finally, we implemented experiments from 12 to 15 correspond
to the amalgamation of three topological features (AAFA, APAPA,
APVPA) and content feature with three estimating methods includ-
ing number common keywords, TFIDF and topic modeling (ATM
and LDA).

There exist various classification algorithms for supervised learn-
ing. Although their performances are comparable, some usually
work better than others for a specific dataset or domain. In this
research, we experimented with three different classification algo-
rithms including Support Vector Machine (SVM, Linear Kernel),
Decision Tree (DT) and Random Forest (RF).

4.2 Results
Experimental results demonstrated performance of our classifiers
using different sets of features showed in Table 4, 5 and 6. Firstly,
classification results on Net1 are shown in Table 4. For all three
classification algorithms, we can see that when combining one ex-
isting topological feature (APAPA or APVPA) with new feature
AAFA, the accuracy of classification outperforms comparison with
just using one of them. Moreover, the amalgamation of both exist-
ing feature APAPA and APVPA with new feature AAFA obtained
higher accuracy compare with just utilizing APAPA and APVPA.
Particularly, Support Vector Machine and Random Forest reached
better accuracy compared with Decision Tree. This illustrates the
significance of new topological feature AAFA in contribution to
improve the performance of co-author relationship prediction. On
the other hand, for classification with the content feature, Support
Vector Machine and Random Forest express that estimating tex-
tual information from keywords using topic modeling bring higher
performance compared to two old methods TFIDF and number
common keywords. Especially, Random Forest with LDA reached
the highest accuracy. Finally, the highest accuracy is reached by
Random Forest with combination between three topological fea-
tures and content feature using topic modeling with LDA. Figure 6
shows the performance of our Random Forest classifiers on Net1
using different combinations of features.

Next, second experimental results on Net2 and Net3 are shown
in Table 5 and 6 respectively. Similar to classification results with
topological features on Net1, results of classification on Net2 and
Net3 continue to demonstrate the importance of new topological
feature AAFA when combining it with two existing topological
features APAPA and APVPA on all different classification methods.
On the other hand, for content feature, the use of topic modeling
with LDA in Random Forest bring high efficiency onNet3while both
ATM and LDA in Support Vector Machine and Random Forest give
effective performances in Net2 compare with two existing methods

1https://pypi.python.org/pypi/gensim

Figure 6: ROC curve of Random Forest classifier on
different feature sets on Net1

Figure 7: ROC curve of Random Forest classifier on
different feature sets on Net2

Figure 8: ROC curve of Random Forest classifier on
different feature sets on Net3

number common keywords and TFIDF. Finally, the highest accuracy
of co-author relationship prediction on Net2 is obtained by Random
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Table 4: Results of Classification on Net1

Features Prediction Accuracy
SVM DT RF

Accuracy AUC Accuracy AUC Accuracy AUC
APAPA 0.588 0.641 0.588 0.641 0.588 0.641
APVPA 0.592 0.594 0.588 0.583 0.592 0.594
AAFA 0.55 0.561 0.493 0.561 0.493 0.561
AFAA + APAPA 0.602 0.654 0.602 0.655 0.602 0.655
AFAA + APVPA 0.611 0.640 0.602 0.630 0.611 0.645
APAPA + APVPA 0.616 0.695 0.607 0.689 0.626 0.693
AAFA + APAPA + APVPA 0.635 0.703 0.611 0.695 0.635 0.703
CK 0.536 0.595 0.526 0.579 0.559 0.591
TFIDF 0.422 0.5 0.422 0.5 0.422 0.5
ATM 0.5 0.5 0.555 0.566 0.479 0.504
LDA 0.588 0.659 0.531 0.533 0.611 0.627
AAFA + APAPA + APVPA + CK 0.635 0.71 0.597 0.647 0.602 0.705
AAFA + APAPA + APVPA + TFIDF 0.635 0.703 0.611 0.695 0.626 0.700
AAFA + APAPA + APVPA + ATM 0.635 0.714 0.545 0.537 0.592 0.693
AAFA + APAPA + APVPA + LDA 0.668 0.75 0.588 0.587 0.687* 0.75*

Table 5: Results of Classification on Net2

Features Prediction Accuracy
SVM DT RF

Accuracy AUC Accuracy AUC Accuracy AUC
APAPA 0.581 0.611 0.581 0.611 0.581 0.611
APVPA 0.654 0.5 0.85 0.849 0.85 0.849
AAFA 0.705 0.579 0.705 0.579 0.705 0.579
AFAA + APAPA 0.744 0.642 0.744 0.641 0.744 0.641
AFAA + APVPA 0.705 0.584 0.877 0.876 0.877 0.876
APAPA + APVPA 0.725 0.568 0.882 0.883 0.882 0.881
AAFA + APAPA + APVPA 0.744 0.7 0.892 0.893 0.892 0.887
CK 0.565 0.603 0.654 0.5 0.654 0.5
TFIDF 0.654 0.5 0.654 0.5 0.654 0.5
ATM 0.654 0.5 0.6 0.547 0.649 0.528
LDA 0.661 0.653 0.570 0.526 0.656 0.649
AAFA + APAPA + APVPA + CK 0.627 0.656 0.892 0.893 0.754 0.891
AAFA + APAPA + APVPA + TFIDF 0.744 0.7 0.892 0.893 0.754 0.891
AAFA + APAPA + APVPA + ATM 0.754 0.615 0.833 0.822 0.892* 0.898*
AAFA + APAPA + APVPA + LDA 0.727 0.731 0.799 0.794 0.843 0.907*

Table 6: Results of Classification on Net3

Features Prediction Accuracy
SVM DT RF

Accuracy AUC Accuracy AUC Accuracy AUC
APAPA 0.584 0.577 0.584 0.577 0.584 0.577
APVPA 0.581 0.586 0.581 0.586 0.581 0.586
AAFA 0.546 0.553 0.546 0.553 0.546 0.553
AFAA + APAPA 0.619 0.625 0.619 0.624 0.619 0.624
AFAA + APVPA 0.616 0.637 0.611 0.634 0.616 0.637
APAPA + APVPA 0.632 0.666 0.619 0.66 0.632 0.667
AAFA + APAPA + APVPA 0.632 0.679 0.632 0.668 0.641 0.678
CK 0.565 0.603 0.568 0.551 0.57 0.563
TFIDF 0.665 0.704 0.592 0.587 0.643 0.688
ATM 0.511 0.488 0.508 0.508 0.497 0.476
LDA 0.635 0.682 0.584 0.583 0.662 0.704
AAFA + APAPA + APVPA + CK 0.627 0.656 0.646 0.698 0.632 0.712
AAFA + APAPA + APVPA + TFIDF 0.678 0.749 0.622 0.619 0.7 0.744
AAFA + APAPA + APVPA + ATM 0.632 0.679 0.6 0.6 0.63 0.648
AAFA + APAPA + APVPA + LDA 0.662 0.733 0.630 0.630 0.7* 0.756*

Forest with composition between three topological features and
content feature using topic modeling with ATM while LDA for
Net3. Figure 7 and 8 demonstrate the performance of our Random
Forest classifiers on Net2 and Net3 using different combinations of
features respectively.

In short, experimental results demonstrate that new topological
feature related to geographic factor can contribute to improving
the performance of co-author link prediction. Moreover, the utilize
of topic modeling to estimate for the content feature can bring
effective performance in link prediction compare with two existing
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methods are number common keywords and TFIDF. Particularly,
the incorporation between topological features and content feature
following our approach can obtain the highest performance.

In these experiments, we see that Random Forest outperforms
compare with Support Vector Machine and Decision Tree. Perhaps,
Support Vector Machine may be less sensitive to the choice of
input parameters than Random Forest. Besides, Random Forests
are typically more accurate than single decision trees since they
consist of multiple single trees each based on a random sample
of the training data. There are two reasons why Random Forests
outperform single decision trees including trees are diverse and
are unpruned. Each random forest tree is learned on a random
sample, and at each node, a random set of features are considered
for splitting. Therefore, this mechanism creates a diversity of trees.
Moreover, while a single decision tree is often pruned, a random
forest tree is fully grown and unpruned, and so naturally, the feature
space is split into more and smaller regions.

5 CONCLUSION
In this research, we propose a new approach for co-author relation-
ship prediction in a bibliographic network by exploiting geographic
factor and latent topic information. The supervised method is uti-
lized for link prediction where we combine different features with
the different measuring coefficient. We concentrate on features
selection for link prediction since it makes a significant contribu-
tion to prediction performance. Firstly, we concentrate to exploit a
new topological feature based on relation related to the geographic
factor. Besides, we discover content feature based on textual in-
formation using topic modeling. Finally, we combine topological
features and content feature in co-author relationship prediction.
Experimental results illustrated that the presence of a new topolog-
ical feature related to geographic factor with existing topological
features contributes to improving the accuracy of co-author link
prediction. Moreover, utilizing topic modeling for estimating con-
tent feature from textual information can enhance the accuracy of
co-author relationship prediction compare with using existing tech-
niques. Especially, the highest accuracy can be reached from the
combination of topological features and content feature following
our proposed approach. In future works, we will conduct exper-
iments on datasets where relation AAFA is considered in metric
space and the bigger textual information set such as from abstracts
or the whole of papers.
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