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Abstract
Purpose – The refined process structure tree (RPST), the hierarchy of non-overlapping single-entry
single-exit (SESE) regions of a process model, has been utilized for better comprehension and more efficient
analysis of business process models. Existing RPSTmethods, based on the triconnected components of edges,
fail to identify a certain type of SESE region. The purpose of this paper is to introduce an alternative method
for generating a complete RPST utilizing rather simple techniques.
Design/methodology/approach – The proposed method first focuses on the SESE regions of bonds and
rigids, from the innermost ones to the outermost ones, utilizing dominance and post-dominance relations.
Then, any SESE region of a series nested in a bond or a rigid is identified with a depth-first search variation.
Two-phase algorithms and their completeness proofs, a software tool incorporating visualization of stepwise
outcomes, and the experimental results of the proposed method are provided.
Findings – The proposed method utilizes simple techniques that allow their straightforward
implementation. Visualization of stepwise outcomes helps process analysts to understand the proposed
method and the SESE regions. Experiments with 604 SAP reference models demonstrated the limitation of
the existing RPST methods. The proposed method, however, completely identified all types of SESE regions,
defined with nodes, in less computation time than with the old methods.
Originality/value – Each triconnected component of the undirected version of a process model is associated
with a pair of boundary nodes without discriminating between the entry and the exit. Here, each non-atomic
SESE region is associated with two distinct entry and exit nodes from the original model in the form of a
directed graph. By specifying the properties of SESE regions in more comprehensible ways, this paper
facilitates a deeper understanding of SESE regions rather than relying on the resulting RPST.
Keywords Process model, Dominance, Post-dominance, Single-entry single-exit region, Workflow graph
Paper type Research paper

1. Introduction
As a divide-and-conquer approach, single-entry single-exit (SESE) regions have been
actively utilized recently for better comprehension and more efficient analysis of
business process models. Those cases utilizing SESE regions include process discovery
(Augusto et al., 2018), behavioral relation analysis (Weidlich et al., 2010, 2011), structural
verification (Vanhatalo et al., 2007; Fahland et al., 2011), process similarity analysis
(Klinkmüller and Weber, 2017), clone detection (La Rosa et al., 2015), model-to-text
transformation (Leopold et al., 2014; Fan et al., 2017; Wang et al., 2017), process
model restructuring (Khlif et al., 2017), etc. Most of these studies utilize the so-called
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refined process structure tree (RPST) (Vanhatalo et al., 2009; Polyvyanyy et al., 2010),
which is based on the triconnected decompositions (Hopcroft and Tarjan, 1973; Tarjan and
Valdes, 1980; Gutwenger and Mutzel, 2001) of a process model.

Triconnected components, defined with edges, are identified from an undirected graph, and
each of them is associated with a pair of boundary nodes. However, a processmodel is in the form
of a directed graph, and each SESE region is associated with two distinct nodes of entry and exit.
Because of this definition gap, a certain type of SESE region are not found by the existing RPST
methods of Vanhatalo et al. (2009) or Polyvyanyy et al. (2010). This paper introduces a simple
alternative method for identifying SESE regions in an arbitrary business process model utilizing
dominance and post-dominance relations (Aho et al., 2006; Cormen et al., 2009) and simple depth-
first search variation. In the proposed method, SESE regions are defined with nodes that
represent activities and gateways, which garner more attention from BPM stakeholders.

The rest of this paper is organized as follows: Section 2 briefly introduces RPST and
provides an example of an SESE region that is not identified by existing RPST methods.
The nature of dominance and post-dominance relations, which are well known in control-
flow analysis (Aho et al., 2006; Gruhn and Laue, 2007; Cormen et al., 2009) are also presented.
Section 3 describes the proposed method and the software tool that incorporates
visualization of stepwise outcomes of the proposed method. Section 4 provides the
experimental results of the proposed method compared to the method of Polyvyanyy et al.
(2010). Section 5 gives the conclusions and suggests future research directions.

2. Backgrounds and preliminaries
2.1 Workflow graphs
Similar to existing RPST methods (Vanhatalo et al., 2009; Polyvyanyy et al., 2010),
process models in this paper are represented as workflow graphs of G ¼ (N, E, Start,
End), where N is a set of nodes, E is a set of edges, and Start and End are distinguished
nodes with no incoming or outgoing edges, respectively. Nodes, including activities and
gateways, are represented in the BPMN style (Figure 1). For each pair of nodes, there is
one edge at most. Gateways that act as a join and a split at the same time are allowed, each
to be split into a join succeeded by a split, called normalization in Polyvyanyy et al. (2010).
For any node n ∈ N, Adj(n) denotes the set of nodes adjacent to n. A workflow graph, with
the control types of its gateways ignored, is a type of control-flow graph. Figure 2 shows

ActivityStart End Split Join Join-and-Split

Figure 1.
Types of nodes and
their representations

6

32

1 2

3 5 11
12

8

18

20

21

30

22232427 2526

15

1710

28

31

9

29

14

16

4

7
13 19

Figure 2.
Example
workflow graph in
normalized form

614

BPMJ
26,2



an example of a workflow graph in normalized from, slightly modified from the one
introduced in Choi et al. (2015).

2.2 Triconnected components, canonical fragments and RPST
Tarjan and Valdes (1980) introduced a flow graph parsing method based on the triconnected
decomposition of a biconnected graph, where multiple edges are allowed for a pair of nodes.
Triconnected components are defined with edges, each associated with a pair of boundary
nodes, and are uniquely configured with undirected graphs (Hopcroft and Tarjan, 1973).
Di Battista and Tamassia (1990, 1996) introduced the data structure of the SPQR-tree to
represent the hierarchy of triconnected components. After decades, linear time implementation
to identify an SPQR tree was presented by Gutwenger and Mutzel (2001). Triconnected
components are classified into four types (Polyvyanyy et al., 2012): a trivial component of a
single edge; a polygon that is a maximal sequence of multiple components where the exit node
of the preceding component is the entry node of the succeeding component; a bond which is a
maximal set of multiple components with the same pair of boundary nodes; and a rigid which
is not a trivial, a polygon or a bond component.

Vanhatalo et al. (2009) proposed a workflow graph parsing technique introducing
the RPST, which requires a fairly complex post-processing of the triconnected
components (Polyvyanyy et al., 2010). The RPST of a workflow graph, G, is the
hierarchy of all non-overlapping canonical fragments of G, where a fragment is a
connected subgraph associated with two distinct entry and exit nodes. For a fragment F,
its entry has no incoming edge contained in F, or all its outgoing edges belong to F; and
its exit has no outgoing edge belonging to F, or all its incoming edges belong to F. All
other nodes, called interior to F, are connected only to nodes in F. Polyvyanyy et al.
(2010) proposed a simpler alternative to computing the RPST. Their step, called
normalization, split nodes first to force every node to have at most one incoming edge or
at most one outgoing edge. Then, the RPST of the original model is derived from the
SPQR-tree (Gutwenger and Mutzel 2001) of the resulting extended model, after
“omitting” additionally introduced components incurred by normalization. Figure 3
shows how their method works for an example process model (Figure 3(a)), which
is simplified from the one introduced in Polyvyanyy et al. (2010). Figure 3(b) is the
undirected version of Figure 3(a). Figure 3(c) shows the polygon, P1, with virtual
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edges l and m, respectively representing the rigid T1 in Figure 3(d) and the bond B1
in Figure 3(e). Nodes in bold represent the pair of boundary nodes for each triconnected
component (Figures 3(c)-(e)). The RPST of this example is shown in Figure 3( f ).
Normalization step is not required for this example.

2.3 A counter example: an SESE region not found by existing RPST methods
The RPST of a workflow graph G is the hierarchy of all its canonical fragments, each
associated with two distinct entry and exit nodes. However, triconnected components are
identified from the undirected version of G, each associated with a pair of boundary nodes,
without discriminating the entry and the exit. Due to this definition gap, some canonical
fragments, i.e., SESE regions, are not identified by the existing RPST methods of Vanhatalo
et al. (2009) or Polyvyanyy et al. (2010). For example, according to their methods, two bonds,
B1 and B2, are found for the structure shown in Figure 4(a) utilizing its normalized structure
(Figure 4(b)) with trivial components of edges s1 → s2 and t1 → t2 omitted. However, only
one bond, B1, is found for the structure shown in Figure 4(c), which is already in normalized
form. By definition, the structure, B2, in Figure 4(c) is also a canonical fragment, with t as the
entry and s as the exit.

2.4 The dominator tree and the post-dominator tree of a control-flow graph
In a control-flow graph, node d dominates node n if and only if all paths from
Start to node n pass through node d; and node p post-dominates node n if and only
if all paths from node n to End pass through node p. Every node dominates and
post-dominates itself. The dominance and the post-dominance relations among nodes in a
control-flow graph are represented by a dominator tree and by a post-dominator tree,
with Start and End as the root, respectively. (Sreedhar et al., 1996; Cooper et al., 2001;
Aho et al., 2006):

Definition 1. (a) In the dominator tree, node n plus the set of its descendants (if any) is
called the inverse dominators of n, denoted by Dom−1(n); (b) in the
post-dominator tree, node n plus the set of its descendants (if any) is called
the inverse post-dominators of n, denoted by Pdom−1(n).

Figure 5 shows the dominator tree and the post-dominator tree of the workflow graph in
Figure 2 as an example. For instance, Dom−1(20) ¼ {20,…, 32} in Figure 5(a), and
Pdom−1(32) ¼ {20,…, 32} in Figure 5(b).

3. SESE regions by dominance and post-dominance relations
3.1 SESE regions defined with nodes

Definition 2. A SESE region SESE(s, t) in a normalized workflow graph G is a connected
subgraph spanned by boundary nodes of the entry s and the exit t plus its
interior nodes, which are dominated by s, post-dominated by t, and
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connected only to nodes in SESE(s, t). An SESE(s, t) is canonical if it shares
any of its interior nodes with other canonical SESE regions only when they
are in a nesting relation.

Definition 3. A canonical SESE region in a normalized workflow graph G is one of
the following:

(1) a singleton of an activity node;

(2) a series is a maximal sequence of multiple SESE regions, each connected with a
unique other region via a single edge or a shared boundary node;

(3) a bond is a maximal set of multiple SESE regions or paths, each connected with
others only at the entry and at the exit, where each path contains zero or one SESE
region; and

(4) a rigid is none of the above.

Figure 6 illustrates the four types of canonical SESE regions, defined with nodes in a
normalized workflow graph G. Each singleton is an activity node bounded by itself and is
introduced to define SESE regions in self-referenced form. A series is comparable to but
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different from a polygon of triconnected components, defined with edges. A bond or a rigid
is bounded by gateways, and contains at least one interior node. An SESE region in this
paper is a canonical SESE region, if not specified otherwise.

Considering that the main purposes of identifying SESE regions are for better
comprehension and more efficient further analysis of process models, the proposed method
first focuses on bonds and rigids.

3.2 Bonds and rigids defined with nodes

Definition 4. For a pair of distinct gateways, s and t, in a normalized workflow graph G,
Rg(s, t), is defined as the connected subgraph spanned by s and t plus the set
of interior nodes n satisfying the following conditions:

(1) n ∈ Dom−1(s) ∩ Pdom−1(t);

(2) n is connected only to any other node in Rg(s, t);

(3) | Adj(s) ∩ Rg(s, t) | ⩾ 2 and | Adj(t) ∩ Rg(s, t) | ⩾ 2; and

(4) | Adj(s) ∩ Rg(s, t) | W | Adj(s) ∩ Rg(s, w) | or |Adj(t) ∩ Rg(s, t)| W |Adj(t) ∩ Rg(u, t)| for
any Rg(s, w) and Rg(u, t) nested in Rg(s, t).

Lemma 1. Rg(s, t) of Definition 4 is a bond or a rigid with entry s and exit t.

Proof. Condition (1) assures that s and t, respectively, act as the entry and the exit of Rg(s, t)
of Definition 4. Condition (2) assures that each node n is interior to Rg(s, t) of Definition 4.
Condition (3) is required for Rg(s, t) to be a bond or a rigid. Condition (4) assures that Rg(s, t)
of Definition 4 is not a series. If Rg(s, t) shares any of its interior nodes with Rg(q, r), with s
≠ q and t ≠ r, then that interior node is dominated by both s and q, and post-dominated by
both t and r, by definition. This implies that there exists a dominance relation between s and
q and a post-dominance relation between t and r. It is further implied that Rg(s, t) and Rg(q, r)
are in a nesting relation so as not to violate Condition (2). In a similar manner, Rg(s, t) is in a
nesting relation with any Rg(s, r) or Rg(q, t) if any of its interior nodes is shared with any of
those, respectively. Thus, Rg(s, t) of Definition 4 is a SESE region of a bond or a rigid, by
Definition 2 and Definition 3. ◼

Refinement of Rg(s, t) of Definition 4. Carriage return for any Rg(s, t) of Definition 4,
whether it is a bond or a rigid needs to be clarified. Additionally, as with triconnected
components, the entry-exit pair may be associated with more than one bond or rigid
(Hopcroft and Tarjan, 1973; Gutwenger and Mutzel, 2001). The following notions are used
for a bond, a rigid, or a series, associated with its entry and its exit:

Definition 5. An SESE(s, t) in a normalized workflow graph G, with s ≠ t, is denoted more
specifically as follows according to its type: B(s, t) for a bond, R(s, t) for a
rigid and S(s, t) for a series. For rigids or series nested in B(s, t), with the
same entry s and the same exit t, distinct subscript indices are used for each
type, e.g., Ri(s, t) or Si(s, t).

Given Rg(s, t) of Definition 4, any bond and/or rigid(s) sharing both the entry s and the exit t is
found using Lemma 2 below utilizing the subgraphs of Rg(s, t) defined as follows:

Definition 6. Each connected subgraph of Rg(s, t), denoted by subi(Rg(s, t)), is connected
with others only at the entry s and at the exit t.

Lemma 2. (Refinement of Rg(s, t)):

(1) When Rg(s, t) of Definition 4 has only a single subgraph of Definition 6, then Rg(s, t)
is a rigid, R(s, t).
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(2) Otherwise, Rg(s, t) is a bond, B(s, t), and each of its subgraph subi(Rg(s, t)) of
Definition 6 is a rigid if it is not a series.

Proof: Each connected subgraph subi(Rg(s, t)) is of two types: A path containing zero or
one SESE region; or another SESE(s, t) nested in Rg(s, t). The former ones are not
contained in a rigid but in a bond. Any SESE(s, t) nested in Rg(s, t) is not a bond by
Definition 3: it is a series if it is a sequence of multiple SESE regions each connected
with unique other one via a single edge or a shared boundary node; otherwise, it is
a rigid which contains an interior gateway not contained in any bond or rigid nested
in Rg(s, t). ◼

Figure 7 illustrates Lemma 2. Rg(s1, j3) in Figure 7(a), found by Definition 4, has
three subgraphs connected only at the entry s1 and at the exit j3. The edge s1→ j3 is
one of those. The sequence of two nested bonds, B(s1, j1) and B(s2, j3), assumed to have
been previously identified, is a series. Thus, Rg(s1, j3) is a bond, B(s1, j3) nesting a
rigid of R1(s1, j3), with the entry s1 and the exit j3 shared. Note that R1(s1, j3), not
nesting any bond or rigid, contains interior gateways s3 and j4. Figure 7(b) shows
a cyclic structure Rg(h, e), dominated by the single loop-entry h and post-dominated by
the single loop-exit e. It has two subgraphs of Definition 6, each connected only at the
entry h and at the exit e. Thus, it is a bond, B(h, e), and the subgraph of Rg(h, e)\{3} is a
rigid of R1(h, e):

Theorem 1. For a normalized workflow graph G, each subgraph corresponding to a
canonical fragment of a bond or a rigid is identified by Lemma 1 and
Lemma 2.

Proof: A canonical fragment of a bond or a rigid is bounded by a pair of gateways. For a
normalized workflow graph G, any bond or rigid with distinct gateways of entry s and exit t,
is found by Lemma 1. Any rigid Ri(s, t) nested in a bond B(s, t) is found by Lemma 2. ◼

3.3 The algorithm and its illustration
Algorithm 1 summarizes the proposed method that identifies the SESE regions defined with
nodes. The proposed method first identifies bonds and rigids, bounded by gateways, from
the innermost ones to the outermost ones. For that purpose, the proposed method utilizes
two ordered sets of gateways, each respectively sorted in the bottom-up order of the
dominator tree and in the bottom-up order of the post-dominator tree, for a normalized
workflow graph G. Any gateway that dominates or post-dominates only itself is deleted
from each of those two sets, respectively. After all bonds and rigids are identified, each
series nested in a bond or a rigid is identified with a simple depth-first search variation, as
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described in Appendix. The workflow graph G, with distinguished Start and End, is a series
as itself.

As shown in Figure 4, a bond B(t, s) nested in another bond B(s, t), with their entry and exit
interchanged, is not identified by the existing RPST methods of Vanhatalo et al. (2009) or
Polyvyanyy et al. (2010). Such a phenomenon happens for a cyclic structure when: all its nodes
are dominated by a single loop-entry s and post-dominated by a single loop-exit t; and it has
multiple paths from t to s, with neither t nor s revisited, which are connected only at t and at s. The
proposedmethod identifies such nested bond structures, each prior to its nesting bond, simply by
considering all the entry-exit pairs of gateways in the order as described in Algorithm 1.

Table I summarizes the steps identifying the bonds and rigids, and then series nested in
them, for the workflow graph in Figure 2. Two bonds and three rigids are found represented

Entry s Exit t Type of Rg(s, t) Elements in Rg(s, t) Series in Rg(s, t)

22 32 R(22, 32) {19,…, 29, 32} S(28, 29)
20 32 B(20, 32) {20, 21, 30, 31, R(22, 32)} S(30, 31); S(21, 32)
13 18 R(13, 18) {13,…, 18} –
2 13 R(2, 13) {2,…, 13} S(9, 11)
1 19 B(1, 19) {1, 19, R(2, 13), R(13, 18), B(20, 32)} S(2, 18)
Start End – – S(Start, end)

Table I.
Summary of
steps identifying
SESE regions
for the workflow
graph in Figure 2
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in the third column in Table I. Neither of those two bonds nests other rigids sharing each
corresponding entry-exit gateways. The fourth column of Table I shows the elements of
activities, bonds, or rigids, contained in each bond or rigid. The last column shows the
series nested in each bond or rigid. For example, R(22, 32) ¼ {22,…, 29, 32} and it nests
S(28, 29) ¼ {28, 29}. Elements contained in other series are as follows: S(30, 31) ¼ {30, 31},
S(21, 32) ¼ {21, R(22, 32)}, S(9, 11) ¼ {9, 11}, and S(2, 18) ¼ {R(2, 13), R(13, 18)} in Table I.
The workflow graph G itself is a series of S(Start, End) ¼ {Start, B(1, 19), End}.

Figure 8 shows the resulting RPST defined with nodes for the workflow graph in
Figure 2. Bonds and rigids are represented in solid boxes shaded in blue, and series are
represented by dashed boxes. Leaf nodes of the RPST in Figure 8 are singletons of
activities or gateways. In the RPST defined with nodes, boundary gateways shared by
multiple SESE regions are redundantly contained in each of those, only when they are not
in a nesting relation. For instance, gateway 13 is contained in both R(2, 13) and R(13, 18),
whereas gateways 18 and 32 are contained only in each bottommost SESE region,
R(13, 18) and R(22, 32), respectively.

3.4 The software tool incorporating visualization of stepwise outcomes
The proposed method was implemented in Microsoft C# as the SESE region identification
module in the graph-based process analysis tool gProAnalyzer (Choi et al., 2015). The
execution file of this tool, its user guide, and sample input data files of 604 SAP reference
models are available for download at GitHub[1]. Figure 9 shows the selected screenshots of
the visualizations provided by the tool for the example workflow graph in Figure 2. The tool
provides six types of visualizations corresponding to each stepwise outcome of the proposed
method: (1) input model in its original representation (e.g. an EPC model); (2) input model
transformed into a normalized workflow graph; (3) the dominator tree (Figures 9(a)); (4) the
post-dominator tree (Figures 9(b)); (5) the resulting RPST (Figure 9(c)); and (6) the extended
workflow graph model with SESE regions marked (Figure 9(d)). For better visualization of
types (3) to (6), they are represented with the extended workflow graph where each entry (in
yellow-green) and each exit (in pink) of a SESE region is split to have a single external edge
to that SESE region.

4. Experimental results
The proposed method, implemented as a module in the gProAnalyzer (Choi et al., 2015) was
tested with SAP reference models (Curran et al., 1997). For comparison, the method in
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Polyvyanyy et al. (2010) was also tested utilizing its open-source implementation in Java, as
a module in the jBPT (business process technologies for Java) version 0.2.429 (Polyvyanyy
and Weidlich, 2013). Both methods were tested with a desktop PC with a 3.6 GHz Intel Core
i7 and 16 GB RAM.

S(START. END)

(a)

Notes: (a) The dominator tree; (b) the post-dominator tree; (c) the RPST; (d) the extended
workflow graph with SESE regions marked
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First, 604 EPC models were transformed into normalized workflow graphs as follows
correcting some syntactic errors:

• Models with multiple start events and/or multiple end events were transformed
to have a single start and a single end, as in Polyvyanyy et al. (2009). This also fixed
74 models where each of them was composed of multiple disconnected subgraphs.

• Regardless of node types in EPC models, nodes with single incoming and single
outgoing edges were converted into activities; and nodes with multiple incoming
(or outgoing) edges were converted into gateways.

• Each gateway that acts as a join and a split at the same time is split into a join
succeeded by a split.

Figure 10 shows the number of bonds and the number of rigids identified by the proposed
method, plotted by the number of nodes for each model. The following are observed:

• The number of rigids was rather restricted. More specifically, zero for 406 models,
one for 178 models, and a maximum of two for 20 models, and its relation to the
number of nodes is not apparent.

• The number of bonds tended to increase when the number of nodes increases.

• All bonds and rigids found by the method in Polyvyanyy et al. (2010) were identified
by the proposed method.

• Ten cyclic structures each dominated by its single loop-entry and post-dominated
by its single loop-exit were found, all as bonds. From one of those ten bonds,
another bond structure nested in that bond, with their entry and exit
interchanged, was identified by the proposed method but not by the method of
Polyvyanyy et al. (2010).

Figure 11 shows the total computation time of both methods, averaged after 100 runs for
each model, plotted by the number of nodes for each model. The following are observed:

• The computation times did not significantly increase with the number of nodes in the
models, but those fit better with a quadratic increase rather than a linear increase for
both methods.

• Computation time was not our main concern for comparison, which would require a
more elaborate experiment; however, the proposed method required less computation
time for each of the 604 models (Table II).
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5. Conclusions
This paper introduced an alternative method for generating a complete refined process
structure tree (RPST) for arbitrary business process models. It was also shown that an
RPST computed by the existing methods was not complete. The method proposed here
utilizes relatively simple techniques of dominance and post-dominance relations among
nodes, whereas the existing methods are based on the triconnected components of edges
from the undirected version of a process model.

The proposed method first identifies all SESE regions of bonds and rigids, from the
innermost ones to the outermost ones, utilizing dominance and post-dominance relations.
Those structures are crucial for better comprehension and more efficient analysis of a
process model. Then, any SESE region of a series nested in each bond or rigid is identified
utilizing a depth-first search variation. The specific properties for each type of SESE
regions, the two-phase algorithms aligned with those properties, their completeness proofs,
a software tool incorporating visualization of the stepwise outcomes of the process, and the
experimental results of the proposed method were introduced. Experiments with 604 SAP
reference models demonstrated that the existing RPST methods failed to identify a bond
structure nested in another bond with their entry and exit interchanged. However, the
method proposed here completely identified all types of SESE regions, defined with nodes,
in less computation time than with the old method.

In this paper, the properties of SESE regions are specified in more comprehensible ways
utilizing simple techniques. Thus, this paper facilitates a deeper understanding of SESE
regions, especially for business analysts, than relying on the resulting RPST. The
implementation of each of two-phase algorithms is straightforward, and either of those can
be further integrated with additional modules for any specific purpose. In sum, the findings
here should allow further process analysis studies utilizing SESE regions to be more
effectively pursued.

Minimum Average Maximum

No. of bonds 0 3.60 30
No. of rigids 0 0.36 2
No. of bonds and rigids 0 3.96 32
Depth of RPST (bonds and rigids only) 0 2.07 9
Computation time (in milliseconds) 0.016 0.870 19.511

Table II.
Summary of the
empirical analysis
results of the
proposed method

Polyvyanyy et al. (2010)
y=0.00146x2+ 0.09788x + 0.17947

R2=0.97814

Proposed method
y=0.00112x2–0.00345x + 0.06854 
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Note

1. https://github.com/InjeBPM/Single-Entry-Single-Exit-Identification
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Appendix. Identification of series nested in a bond or a rigid
Each boundary gateway of any bond or rigid could be split to have a single external edge to that
bond or rigid. This helps better visualization of models and further simplifies identifying series
structures. Figure A1 shows the workflow graph extended from the one in Figure 2, where double-
bordered gateways are those split to let each bond or rigid have a single external edge at its entry and
at its exit. Each of those gateways is labeled the same as the original gateway but with a distinct
subscript. Each bond or rigid, as shown in Table I is represented in shaded rectangles. If reduced, each
of them is represented in the form of an activity, i.e., with a single incoming edge and a single outgoing
edge, in the reduced model. Any series nested in a bond or a rigid is found by a simple depth-first
search, with the traversal of any directly nested bond or rigid is limited only to its entry, as a maximal
sequence of multiple activities or directly nested bonds or rigids.

Algorithm 2 demonstrates the steps for identifying any series nested in a bond or a rigid.
Figure A2, as an example, shows the depth-first search tree for each bond or rigid in Figure A1. Shaded
gateways represent the entry of any directly nested bond or rigid which is traversed only for that
entry. Each series found by Algorithm 2 is represented as a dashed box in blue, which returns the
whole structure of the directly nested bond or rigid corresponding to each shaded entry.

Note that existing RPST methods may conclude the incoming edge and the outgoing edge of an
activity node which succeeds and precedes two distinct gateways (e.g. nodes 3, 8, 15, 17 or 24 in
Figures 2 and A1) also as a polygon. Neither visualization nor analysis is enhanced by such polygons;
they just make the RPST more complex. Series structures comparable to such polygons are excluded in
the proposed method.
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