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#### Abstract

Let $A$ and $B$ be polynomial rings over a field $k$, and let $I \subseteq A$ and $J \subseteq B$ be proper homogeneous ideals. We analyze the associated primes of powers of $I+J \subseteq A \otimes_{k} B$ given the data on the summands. The associated primes of large enough powers of $I+J$ are determined. We then answer positively a question due to $I$. Swanson and R. Walker about the persistence property of $I+J$ in many new cases.


## 1. Introduction

Inspired by work of Ratliff [1976], Brodmann [1979] proved that in any Noetherian ring, the set of associated primes of powers of an ideal is eventually constant for large enough powers. Subsequent work by many researchers have shown that important invariants of powers of ideals, for example, the depth and the CastelnuovoMumford regularity, also eventually stabilize in the same manner. For a recent survey on associated primes of powers and related questions, we refer to [Hoa 2020].

Our work is inspired by the aforementioned result of Brodmann and recent studies about powers of sums of ideals [Hà et al. 2016; Hà et al. 2020; Nguyen and Vu 2019]. Let $A, B$ be standard graded polynomial rings over a field $k$, and let $I \subseteq A, J \subseteq B$ be proper homogeneous ideals. Denote by $R=A \otimes_{k} B$ and by $I+J$ the ideal $I R+J R$. Taking sums of ideals this way corresponds to the geometric operation of taking fiber products of projective schemes over the field $k$. In [Hà et al. 2016; Hà et al. 2020; Nguyen and Vu 2019], certain homological invariants of powers of $I+J$, notably the depth and regularity, are computed in terms of the corresponding invariants of powers of $I$ and $J$. In particular, we have exact formulas for depth $R /(I+J)^{n}$ and reg $R /(I+J)^{n}$ if either char $k=0$ or $I$ and $J$ are both monomial ideals. It is therefore natural to ask:

Question 1.1. Is there an exact formula for $\operatorname{Ass}\left(R /(I+J)^{n}\right)$ in terms of the associated primes of powers of $I$ and $J$ ?

[^0]The case $n=1$ is simple and well known: Using the fact that $R /(I+J) \cong$ $(A / I) \otimes_{k}(B / J)$, we deduce [Hà et al. 2020, Theorem 2.5]:

$$
\text { Ass } R /(I+J)=\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}(A / I) \\ \mathfrak{q} \in \operatorname{Ass}_{B}(B / J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
$$

Unexpectedly, in contrast to the case of homological invariants like depth or regularity, we do not have a complete answer to Question 1.1 in characteristic zero yet. One of our main results is the following partial answer to this question:

Theorem 1.2 (Theorem 4.1). Let I be a proper homogeneous ideal of A such that $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ for all $n \geq 1$. Let $J$ be any proper homogeneous ideal of $B$. Then for all $n \geq 1$, there is an equality

$$
\operatorname{Ass}_{R} \frac{R}{(I+J)^{n}}=\bigcup_{i=1}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(A / I^{i}\right) \\ \mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
$$

If furthermore $\operatorname{Ass}\left(B / J^{n}\right)=\operatorname{Ass}\left(J^{n-1} / J^{n}\right)$ for all $n \geq 1$, then for all such $n$,

$$
\operatorname{Ass}_{R} \frac{R}{(I+J)^{n}}=\bigcup_{i=1}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(A / I^{i}\right) \\ \mathfrak{q} \in \operatorname{Ass}_{B}\left(B / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
$$

The proof proceeds by filtering $R /(I+J)^{n}$ using exact sequences with terms of the form $M \otimes_{k} N$, where $M, N$ are nonzero finitely generated modules over $A, B$, respectively, and applying the formula for $\operatorname{Ass}_{R}\left(M \otimes_{k} N\right)$.

Concerning Theorem 1.2, the hypothesis $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ for all $n \geq 1$ holds in many cases, for example, if $I$ is a monomial ideal of $A$, or if char $k=0$ and $\operatorname{dim}(A / I) \leq 1$ (see Theorem 3.2 for more details). We are not aware of any ideal in a polynomial ring which does not satisfy this condition (over nonregular rings, it is not hard to find such an ideal). In characteristic zero, we show that the equality $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ holds for all $I$ and all $n$ if $\operatorname{dim} A \leq 3$. If char $k=0$ and $A$ has Krull dimension four, using the Buchsbaum-Eisenbud structure theory of perfect Gorenstein ideals of height three and work by Kustin and Ulrich [1992], we establish the equality $\operatorname{Ass}\left(A / I^{2}\right)=\operatorname{Ass}\left(I / I^{2}\right)$ for all $I \subseteq A$ (Theorem 3.5).

Another motivation for this work is the so-called persistence property for associated primes. The ideal $I$ is said to have the persistence property if $\operatorname{Ass}\left(A / I^{n}\right) \subseteq$ $\operatorname{Ass}\left(A / I^{n+1}\right)$ for all $n \geq 1$. Ideals with this property abound, including, for example, complete intersections. The persistence property has been considered by many people; see, e.g., [Francisco et al. 2010; Kaiser et al. 2014; Herzog and Asloob Qureshi 2015; Swanson and Walker 2019]. As an application of Theorem 1.2, we prove that if $I$ is a monomial ideal satisfying the persistence property and $J$ is any ideal, then $I+J$ also has the persistence property (Corollary 5.1). Moreover, we generalize
previous work due to I. Swanson and R. Walker [2019] on this question: If $I$ is an ideal such that $I^{n+1}: I=I^{n}$ for all $n \geq 1$, then for any ideal $J$ of $B$, the sum $I+J$ has the persistence property (see Corollary 5.1(ii)). In [Swanson and Walker 2019, Corollary 1.7], Swanson and Walker prove the same result under the stronger condition that $I$ is normal. It remains an open question whether for any ideal $I$ of $A$ with the persistence property and any ideal $J$ of $B$, the sum $I+J$ has the same property.

The paper is structured as follows. In Section 3, we provide large classes of ideals $I$ such that the equality $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ holds true for all $n \geq 1$. An unexpected outcome of this study is a counterexample to [Ahangari Maleki 2019, Question 3.6], on the vanishing of the map $\operatorname{Tor}_{i}^{A}\left(k, I^{n}\right) \rightarrow \operatorname{Tor}_{i}^{A}\left(k, I^{n-1}\right)$. Namely in characteristic 2 , we construct a quadratic ideal $I$ in $A$ such that the natural map $\operatorname{Tor}_{*}^{A}\left(k, I^{2}\right) \rightarrow \operatorname{Tor}_{*}^{A}(k, I)$ is not zero (even though $A / I$ is a Gorenstein Artinian ring, see Example 3.9). This example might be of independent interest, as it gives a negative answer to a question in [Ahangari Maleki 2019]. Using the results in Section 3, we give a set-theoretic upper bound and a lower bound for $\operatorname{Ass}\left(R /(I+J)^{n}\right)$ (Theorem 4.1). Theorem 4.1 also gives an exact formula for the asymptotic primes of $I+J$ without any condition on $I$ and $J$. In the last section, we apply our results to the question on the persistence property raised by Swanson and Walker.

## 2. Preliminaries

For standard notions and results in commutative algebra, we refer to [Eisenbud 1995; Bruns and Herzog 1998]. Throughout the section, let $A$ and $B$ be two commutative Noetherian algebras over a field $k$ such that $R=A \otimes_{k} B$ is also Noetherian. Let $M$ and $N$ be two nonzero finitely generated modules over $A$ and $B$, respectively. Denote by $\operatorname{Ass}_{A} M$ and $\operatorname{Min}_{A} M$ the set of associated primes and minimal primes of $M$ as an $A$-module, respectively.

By a filtration of ideals $\left(I_{n}\right)_{n \geq 0}$ in $A$, we mean the ideals $I_{n}, n \geq 0$ satisfies the conditions $I_{0}=A$ and $I_{n+1} \subseteq I_{n}$ for all $n \geq 0$. Let $\left(I_{n}\right)_{n \geq 1}$ and $\left(J_{n}\right)_{n \geq 1}$ be filtrations of ideals in $A$ and $B$, respectively. Consider the filtration $\left(W_{n}\right)_{n \geq 0}$ of $A \otimes_{k} B$ given by $W_{n}=\sum_{i=0}^{n} I_{i} J_{n-i}$. The following result is useful for the discussion in Section 4:
Proposition 2.1 (Lemma 3.1, Proposition 3.3 in [Hà et al. 2020]). For arbitrary ideals $I \subseteq A$ and $J \subseteq B$, we have $I \cap J=I J$. Moreover with the above notation for filtrations, for any integer $n \geq 0$, there is an isomorphism

$$
W_{n} / W_{n+1} \cong \bigoplus_{i=0}^{n}\left(I_{i} / I_{i+1} \otimes_{k} J_{n-i} / J_{n-i+1}\right)
$$

We recall the following description of the associated primes of tensor products; see also [Sabzrou et al. 2008, Corollary 3.7]:

Theorem 2.2 (Theorem 2.5 in [Hà et al. 2020]). Let $M$ and $N$ be nonzero finitely generated modules over $A$ and $B$, respectively. Then there is an equality

$$
\operatorname{Ass}_{R}\left(M \otimes_{k} N\right)=\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}(M) \\ \mathfrak{q} \in \operatorname{Ass}_{B}(N)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
$$

The following simple lemma turns out to be useful in the sequel:
Lemma 2.3. Assume that char $k=0$. Let $A=k\left[x_{1}, \ldots, x_{r}\right]$ be a standard graded polynomial ring over $k$ and $\mathfrak{m}$ its graded maximal ideal. Let I be a proper homogeneous ideal of $A$. Denote by $\partial(I)$ the ideal generated by partial derivatives of elements in $I$. Then there is a containment $I: \mathfrak{m} \subseteq \partial(I)$.

In particular, $I^{n}: \mathfrak{m} \subseteq I^{n-1}$ for all $n \geq 1$. If for some $n \geq 2, \mathfrak{m} \in \operatorname{Ass}\left(A / I^{n}\right)$, then $\mathfrak{m} \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$.

Proof. Take $f \in I: \mathfrak{m}$. Then $x_{i} f \in I$ for every $i=1, \ldots, r$. Taking partial derivatives, we get $f+x_{i}\left(\partial f / \partial x_{i}\right) \in \partial(I)$. Summing up and using Euler's formula, $(r+\operatorname{deg} f) f \in \partial(I)$. As char $k=0$, this yields $f \in \partial(I)$, as claimed.

The second assertion holds since by the product rule, $\partial\left(I^{n}\right) \subseteq I^{n-1}$.
If $\mathfrak{m} \in \operatorname{Ass}\left(A / I^{n}\right)$, then there exists an element $a \in\left(I^{n}: \mathfrak{m}\right) \backslash I^{n}$. Thus $a \in I^{n-1} \backslash I^{n}$, so $\mathfrak{m} \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$.

The condition on the characteristic is indispensable: The inclusion $I^{2}: \mathfrak{m} \subseteq I$ may fail in positive characteristic; see Example 3.9.

The following lemma will be employed several times in the sequel. Denote by $\operatorname{gr}_{I}(A)$ the associated graded ring of $A$ with respect to the $I$-adic filtration.
Lemma 2.4. Let A be a Noetherian ring and I an ideal. Then the following are equivalent:
(i) $I^{n+1}: I=I^{n}$ for all $n \geq 1$,
(ii) $\left(I^{n+1}: I\right) \cap I^{n-1}=I^{n}$ for all $n \geq 1$,
(iii) depth $\operatorname{gr}_{I}(A)>0$,
(iv) $I^{n}=\tilde{I}^{n}$ for all $n \geq 1$, where $\tilde{I}=\cup_{i \geq 1}\left(I^{i+1}: I^{i}\right)$ denotes the Ratliff-Rush closure of $I$.
If one of these equivalent conditions holds, then $\operatorname{Ass}\left(A / I^{n}\right) \subseteq \operatorname{Ass}\left(A / I^{n+1}\right)$ for all $n \geq 1$, namely I has the persistence property.
Proof. Clearly (i) $\Rightarrow$ (ii). We prove that (ii) $\Rightarrow$ (i). Assume that, for all $n \geq 1$, $\left(I^{n+1}: I\right) \cap I^{n-1}=I^{n}$. We prove by induction on $n \geq 1$ that $I^{n}: I=I^{n-1}$.

If $n=1$, there is nothing to do. Assume that $n \geq 2$. By the induction hypothesis, $I^{n}: I \subseteq I^{n-1}: I=I^{n-2}$. Hence $I^{n}: I=\left(I^{n}: I\right) \cap I^{n-2}=I^{n-1}$, as desired.

That (i) $\Longleftrightarrow$ (iii) $\Longleftrightarrow$ (iv) follows from [Heinzer et al. 1992, (1.2)] and [Rossi and Swanson 2003, Remark 1.6].

The last assertion follows from [Herzog and Asloob Qureshi 2015, Section 1], where the property $I^{n+1}: I=I^{n}$ for all $n \geq 1$, called the strong persistence property of $I$, was discussed.

## 3. Associated primes of quotients of consecutive powers

The following question is quite relevant to the task of finding the associated primes of powers of sums:

Question 3.1. Let $A$ be a standard graded polynomial ring over a field $k$ (of characteristic zero), and let $I$ be a proper homogeneous ideal. Is it true that

$$
\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right) \quad \text { for all } n \geq 1 ?
$$

We are not aware of any ideal not satisfying the equality in Question 3.1 (even in positive characteristic). In the first main result of this paper, we provide some evidence for a positive answer to Question 3.1. Denote by Rees ( $I$ ) the Rees algebra of $I$. The ideal $I$ is said to be unmixed if it has no embedded primes. It is called normal if all of its powers are integrally closed ideals.

Theorem 3.2. Question 3.1 has a positive answer if any of the following holds:
(1) I is a monomial ideal.
(2) depth $\operatorname{gr}_{I}(A) \geq 1$.
(3) depth $\operatorname{Rees}(I) \geq 2$.
(4) I is normal.
(5) $I^{n}$ is unmixed for all $n \geq 1$, e.g., I is generated by a regular sequence.
(6) All the powers of I are primary, e.g., $\operatorname{dim}(A / I)=0$.
(7) $\operatorname{char} k=0$ and $\operatorname{dim}(A / I) \leq 1$.
(8) char $k=0$ and $\operatorname{dim} A \leq 3$.

Proof. For (1), see [Morey and Villarreal 2012, Lemma 4.4].
For (2), by Lemma 2.4, since depth $\operatorname{gr}_{I}(A) \geq 1, I^{n}: I=I^{n-1}$ for all $n \geq 1$. Induct on $n \geq 1$ that $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$.

Let $I=\left(f_{1}, \ldots, f_{m}\right)$. For $n \geq 2$, as $I^{n}: I=I^{n-1}$, the map

$$
I^{n-2} \rightarrow \underbrace{I^{n-1} \oplus \cdots \oplus I^{n-1}}_{m \text { times }}, \quad a \mapsto\left(a f_{1}, \ldots, a f_{m}\right),
$$

induces an injection

$$
\frac{I^{n-2}}{I^{n-1}} \hookrightarrow\left(\frac{I^{n-1}}{I^{n}}\right)^{\oplus m}
$$

Hence, $\operatorname{Ass}\left(A / I^{n-1}\right)=\operatorname{Ass}\left(I^{n-2} / I^{n-1}\right) \subseteq \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$. The exact sequence

$$
0 \rightarrow I^{n-1} / I^{n} \rightarrow A / I^{n} \rightarrow A / I^{n-1} \rightarrow 0
$$

then yields $\operatorname{Ass}\left(A / I^{n}\right) \subseteq \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$, which in turn implies the desired equality.
Next we claim that (3) and (4) both imply (2).
$(3) \Longrightarrow(2)$ follows from a result of Huckaba and Marley [1994, Corollary 3.12] which says that either $\operatorname{gr}_{I}(A)$ is Cohen-Macaulay (and hence has depth $A=\operatorname{dim} A$ ) or depth $\operatorname{gr}_{I}(A)=$ depth $\operatorname{Rees}(I)-1$.

For (4) $\Longrightarrow(2)$, if $I$ is normal, then $I^{n}: I=I^{n-1}$ for all $n \geq 1$. Hence we are done by Lemma 2.4.

For (5), take $P \in \operatorname{Ass}\left(A / I^{n}\right)$, we show that $P \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$. Since $A / I^{n}$ is unmixed, $P \in \operatorname{Min}\left(A / I^{n}\right)=\operatorname{Min}\left(I^{n-1} / I^{n}\right)$.

Observe that (6) $\Rightarrow$ (5).
For (7), because of (6), we can assume that $\operatorname{dim}(A / I)=1$. Take $P \in \operatorname{Ass}\left(A / I^{n}\right)$, we need to show that $P \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$.

If $\operatorname{dim}(A / P)=1$, then as $\operatorname{dim}(A / I)=1, P \in \operatorname{Min}\left(A / I^{n}\right)$. Arguing as for (5), we get $P \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$.

If $\operatorname{dim}(A / P)=0$, then $P=\mathfrak{m}$, the graded maximal ideal of $A$. Since $\mathfrak{m} \in$ $\operatorname{Ass}\left(A / I^{n}\right)$, by Lemma 2.3, $\mathfrak{m} \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$.

For (8), it is harmless to assume that $I \neq 0$. If $\operatorname{dim}(A / I) \leq 1$, then we are done by (7). Assume that $\operatorname{dim}(A / I) \geq 2$, then the hypothesis forces $\operatorname{dim} A=3$ and ht $I=1$. Thus we can write $I=x L$, where $x$ is a form of degree at least 1 and either $L=R$ or ht $L \geq 2$. The result is clear when $L=R$, so it remains to assume that $L$ is proper of height $\geq 2$. In particular $\operatorname{dim}(A / L) \leq 1$, and by (7), for all $n \geq 1$,

$$
\operatorname{Ass}\left(A / L^{n}\right)=\operatorname{Ass}\left(L^{n-1} / L^{n}\right)
$$

Take $\mathfrak{p} \in \operatorname{Ass}\left(A / I^{n}\right)$. Since $A / I^{n}$ and $I^{n-1} / I^{n}$ have the same minimal primes, we can assume ht $\mathfrak{p} \geq 2$. From the exact sequence

$$
0 \rightarrow A / L^{n} \xrightarrow{\cdot x^{n}} A / I^{n} \rightarrow A /\left(x^{n}\right) \rightarrow 0,
$$

it follows that $\mathfrak{p} \in \operatorname{Ass}\left(A / L^{n}\right)$. Thus $\mathfrak{p} \in \operatorname{Ass}\left(L^{n-1} / L^{n}\right)$. There is an exact sequence

$$
0 \rightarrow L^{n-1} / L^{n} \xrightarrow{\cdot x^{n}} I^{n-1} / I^{n}
$$

so $\mathfrak{p} \in \operatorname{Ass}\left(I^{n-1} / I^{n}\right)$, as claimed. This concludes the proof.
Example 3.3. Here is an example of a ring $A$ and an ideal $I$ not satisfying any of the conditions (1)-(8) in Theorem 3.2. Let $I=\left(x^{4}+y^{3} z, x^{3} y, x^{2} t^{2}, y^{4}, y^{2} z^{2}\right) \subseteq$ $A=k[x, y, z, t]$. Then depth $\operatorname{gr}_{I}(A)=0$ as $x^{2} y^{3} z \in\left(I^{2}: I\right) \backslash I$. So $I$ satisfies neither (1) nor (2).

Note that $\sqrt{I}=(x, y)$, so $\operatorname{dim}(A / I)=2$. Let $\mathfrak{m}=(x, y, z, t)$. Since $x^{2} y^{3} z t \in$ $(I: \mathfrak{m}) \backslash I$, depth $(A / I)=0$, hence $A / I$ is not unmixed. Thus $I$ satisfies neither (5) nor (7). By the proof of Theorem 3.2, I satisfies none of the conditions (3), (4), (6).

Unfortunately, experiments with Macaulay2 [Grayson and Stillman 1996] suggest that $I$ satisfies the conclusion of Question 3.1, namely for all $n \geq 1$,

$$
\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)=\{(x, y),(x, y, z),(x, y, t),(x, y, z, t)\}
$$

Remark 3.4. In view of Lemma 2.3 and Question 3.1, one might ask whether if char $k=0$, then $\operatorname{Ass}(A / I)=\operatorname{Ass}(\partial(I) / I)$ for any homogeneous ideal $I$ in a polynomial ring $A$ ?

Unfortunately, this has a negative answer. Let $A=\mathbb{Q}[x, y, z]$ and consider $f=x^{5}+x^{4} y+y^{4} z, L=(x, y)$ and $I=f L$. Then we can check with Macaulay 2 [Grayson and Stillman 1996] that $\partial(I): f=L$. In particular,

$$
\operatorname{Ass}(\partial(I) / I)=(f) \neq \operatorname{Ass}(A / I)=\{(f),(x, y)\}
$$

Indeed, if $L=(x, y) \in \operatorname{Ass}(\partial(I) / I)$, then

$$
\operatorname{Hom}_{R}(R / L, \partial(I) / I)=(\partial(I) \cap(I: L)) / I=(\partial(I) \cap(f)) / I \neq 0,
$$

so that $\partial(I): f \neq L$, a contradiction.
Partial answer to Question 3.1 in dimension four. We prove that if char $k=0$ and $\operatorname{dim} A=4$, the equality $\operatorname{Ass}\left(A / I^{2}\right)=\operatorname{Ass}\left(I / I^{2}\right)$ always holds, in support of a positive answer to Question 3.1. The proof requires the structure theory of perfect Gorenstein ideals of height three and their second powers.

Theorem 3.5. Assume char $k=0$. Let $(A, \mathfrak{m})$ be a four dimensional standard graded polynomial ring over $k$. Then for any proper homogeneous ideal I of A, there is an equality $\operatorname{Ass}\left(A / I^{2}\right)=\operatorname{Ass}\left(I / I^{2}\right)$.
Proof. It is harmless to assume $I$ is a proper ideal. If ht $I \geq 3$, then $\operatorname{dim}(A / I) \leq 1$, and we are done by Theorem 3.2(7).

If ht $I=1$, then $I=f L$, where $f \in A$ is a form of positive degree and ht $L \geq 2$. The exact sequence

$$
0 \rightarrow \frac{A}{L} \xrightarrow{\cdot f} \frac{A}{I} \rightarrow \frac{A}{(f)} \rightarrow 0
$$

yields $\operatorname{Ass}(A / I)=\operatorname{Ass}(A / L) \cup \operatorname{Ass}(A /(f))$, as $\operatorname{Min}(I) \supseteq \operatorname{Ass}(A /(f))$. An analogous formula holds for $\operatorname{Ass}\left(A / I^{2}\right)$, as $I^{2}=f^{2} L^{2}$. If we are able show that $\operatorname{Ass}\left(A / L^{2}\right) \subseteq \operatorname{Ass}\left(L / L^{2}\right)$, then from the injection $L / L^{2} \xrightarrow{\cdot f^{2}} I / I^{2}$ we have

$$
\begin{aligned}
\operatorname{Ass}\left(A / I^{2}\right) & =\operatorname{Ass}\left(A / L^{2}\right) \cup \operatorname{Ass}(A /(f)) \\
& =\operatorname{Ass}\left(L / L^{2}\right) \cup \operatorname{Ass}(A /(f)) \subseteq \operatorname{Ass}\left(I / I^{2}\right)
\end{aligned}
$$

Hence, it suffices to consider the case ht $I=2$. Assume that there exists $\mathfrak{p} \in$ $\operatorname{Ass}\left(A / I^{2}\right) \backslash \operatorname{Ass}\left(I / I^{2}\right)$. The exact sequence

$$
0 \rightarrow I / I^{2} \rightarrow A / I^{2} \rightarrow A / I \rightarrow 0
$$

implies $\mathfrak{p} \in \operatorname{Ass}(A / I)$.
By Lemma 2.3, $\mathfrak{p} \neq \mathfrak{m}$. Since $\operatorname{Min}(I)=\operatorname{Min}\left(I / I^{2}\right)$ and $\mathfrak{p} \notin \operatorname{Min}(I)$, we get ht $\mathfrak{p}=3$. Localizing yields $\mathfrak{p} A_{\mathfrak{p}} \in \operatorname{Ass}\left(A_{\mathfrak{p}} / I_{\mathfrak{p}}^{2}\right) \backslash \operatorname{Ass}\left(I_{\mathfrak{p}} / I_{\mathfrak{p}}^{2}\right)$. Then there exists $a \in\left(I_{\mathfrak{p}}^{2}: \mathfrak{p} A_{\mathfrak{p}}\right) \backslash I_{\mathfrak{p}}^{2}$. On the other hand, since $A_{\mathfrak{p}}$ is a regular local ring of dimension 3 containing one half, Lemma 3.6 below implies $I_{\mathfrak{p}}^{2}: \mathfrak{p} A_{\mathfrak{p}} \subseteq I_{\mathfrak{p}}$, so $a \in I_{\mathfrak{p}} \backslash I_{\mathfrak{p}}^{2}$. Hence, $\mathfrak{p} A_{\mathfrak{p}} \in \operatorname{Ass}\left(I_{\mathfrak{p}} / I_{\mathfrak{p}}^{2}\right)$. This contradiction finishes the proof.

To finish the proof of Theorem 3.5, we have to show the following:
Lemma 3.6. Let $(R, \mathfrak{m})$ be a three dimensional regular local ring such that $1 / 2 \in R$. Then for any ideal $I$ of $R$, there is a containment $I^{2}: \mathfrak{m} \subseteq I$.

We will deduce it from the following result:
Proposition 3.7. Let $(R, \mathfrak{m})$ be a regular local ring such that $1 / 2 \in R$. Let $J$ be a perfect Gorenstein ideal of height 3 . Then for all $i \geq 0$, the maps

$$
\operatorname{Tor}_{i}^{R}\left(J^{2}, k\right) \rightarrow \operatorname{Tor}_{i}^{R}(J, k)
$$

are zero. In particular, there is a containment $J^{2}: \mathfrak{m} \subseteq J$.
Proof. Note that the second assertion follows from the first. Indeed, the hypotheses implies that $\operatorname{dim}(R)=d \geq 3$. Using the Koszul complex of $R$, we see that

$$
\operatorname{Tor}_{d-1}^{R}(J, k) \cong \operatorname{Tor}_{d}^{R}(R / J, k) \cong \frac{J: \mathfrak{m}}{J}
$$

Since the map $\operatorname{Tor}_{i}^{R}\left(J^{2}, k\right) \rightarrow \operatorname{Tor}_{i}^{R}(J, k)$ is zero for $i=d-1$, the conclusion is $J^{2}: \mathfrak{m} \subseteq J$. Hence, it remains to prove the first assertion. We do this by exploiting the structure of the minimal free resolution of $J$ and $J^{2}$ and constructing a map between these complexes.

Since $J$ is Gorenstein of height three, it has a minimal free resolution

$$
P: 0 \rightarrow R \xrightarrow{\delta} F^{*} \xrightarrow{\rho} F \rightarrow 0 .
$$

Here $F=R e_{1} \oplus \cdots \oplus R e_{g}$ is a free $R$-module of rank $g$ - an odd integer. The map $\tau: F \rightarrow J$ maps $e_{i}$ to $f_{i}$, where $J=\left(f_{1}, \ldots, f_{g}\right)$. The free $R$-module $F^{*}$ has basis $e_{1}^{*}, \ldots, e_{g}^{*}$. The map $\rho: F^{*} \rightarrow F$ is alternating with matrix $\left(a_{i, j}\right)_{g \times g}$, namely $a_{i, i}=0$ for $1 \leq i \leq g$ and $a_{i, j}=-a_{j, i}$ for $1 \leq i<j \leq g$, and

$$
\rho\left(e_{i}^{*}\right)=\sum_{j=1}^{g} a_{j, i} e_{j} \quad \text { for all } i
$$

The map $\delta: R \rightarrow F^{*}$ has the matrix $\left(f_{1} \ldots f_{g}\right)^{T}$, i.e., it is given by $\delta(1)=$ $f_{1} e_{1}^{*}+\cdots+f_{g} e_{g}^{*}$.

It is known that if $J$ is Gorenstein of height three, then $J \otimes_{R} J \cong J^{2}$, and by constructions due to Kustin and Ulrich [1992, Definition 5.9, Theorems 6.2 and 6.17], $J^{2}$ has a minimal free resolution $Q$ as below. Note that in the terminology of [Kustin and Ulrich 1992] and thanks to the discussion after Theorem 6.22 in that work, $J$ satisfies $\mathrm{SPC}_{g-2}$; hence Theorem 6.17, parts (c)(i) and (d)(ii) in the same source are applicable. The resolution $Q$ given in the following is taken from (2.7) and Definition 2.15 in Kustin and Ulrich's paper:

$$
Q: 0 \rightarrow \wedge^{2} F^{*} \xrightarrow{d_{2}}\left(F \otimes F^{*}\right) / \eta \xrightarrow{d_{1}} S_{2}(F) \xrightarrow{d_{0}} J^{2} \rightarrow 0 .
$$

Here $S_{2}(F)=\bigoplus_{1 \leq i \leq j \leq g} R\left(e_{i} \otimes e_{j}\right)$ is the second symmetric power of $F, \eta=$ $R\left(e_{1} \otimes e_{1}^{*}+\cdots+e_{g} \otimes e_{g}^{*}\right) \subseteq F \otimes F^{*}$, and $\wedge^{2} F^{*}$ is the second exterior power of $F^{*}$. The maps

$$
d_{0}: S_{2}(F) \rightarrow J^{2}, \quad d_{1}:\left(F \otimes F^{*}\right) / \eta \rightarrow S_{2}(F), \quad d_{2}: \wedge^{2} F^{*} \rightarrow\left(F \otimes F^{*}\right) / \eta
$$

are given by:

$$
\begin{aligned}
d_{0}\left(e_{i} \otimes e_{j}\right) & =f_{i} f_{j}, \quad \text { for } 1 \leq i, j \leq g, \\
d_{1}\left(e_{i} \otimes e_{j}^{*}+\eta\right) & =\sum_{l=1}^{g} a_{l, j}\left(e_{i} \otimes e_{l}\right), \quad \text { for } 1 \leq i, j \leq g, \\
d_{2}\left(e_{i}^{*} \wedge e_{j}^{*}\right) & =\sum_{l=1}^{g} a_{l, i}\left(e_{l} \otimes e_{j}^{*}\right)-\sum_{v=1}^{g} a_{v, j}\left(e_{v} \otimes e_{i}^{*}\right)+\eta, \quad \text { for } 1 \leq i<j \leq g .
\end{aligned}
$$

We construct a lifting $\alpha: Q \rightarrow P$ of the natural inclusion map $J^{2} \rightarrow J$ such that $\alpha(Q) \subseteq \mathfrak{m} P$.


In detail, this lifting is

$$
\left.\begin{array}{rl}
\alpha_{0}\left(e_{i} \otimes e_{j}\right) & =\frac{f_{i} e_{j}+f_{j} e_{i}}{2}, \\
\alpha_{1}\left(e_{i} \otimes e_{j}^{*}+\eta\right) & \text { for } 1 \leq i, j \leq g, \\
\frac{f_{i} e_{j}^{*}}{2}, & \text { if }(i, j) \neq(g, g), \\
\frac{-\sum_{v=1}^{g-1} f_{v} e_{v}^{*}}{2}, & \text { if }(i, j)=(g, g),
\end{array}\right\} \begin{array}{ll}
0, & \text { if } 1 \leq i<j \leq g-1, \\
\frac{-a_{g, i}}{2}, & \text { if } 1 \leq i \leq g-1, j=g .
\end{array}
$$

Note that $\alpha_{1}$ is well defined since

$$
\alpha_{1}\left(e_{1} \otimes e_{1}^{*}+\cdots+e_{g} \otimes e_{g}^{*}+\eta\right)=\frac{\sum_{v=1}^{g-1} f_{v} e_{v}^{*}}{2}-\frac{\sum_{v=1}^{g-1} f_{v} e_{v}^{*}}{2}=0 .
$$

Observe that $\alpha(Q) \subseteq \mathfrak{m} P$ since $f_{i}, a_{i, j} \in \mathfrak{m}$ for all $i, j$. It remains to check that the map $\alpha: Q \rightarrow P$ is a lifting for $J^{2} \hookrightarrow J$. For this, we have:

$$
\tau\left(\alpha_{0}\left(e_{i} \otimes e_{j}\right)\right)=\tau\left(\frac{f_{i} e_{j}+f_{j} e_{i}}{2}\right)=f_{i} f_{j}=\iota\left(d_{0}\left(e_{i} \otimes e_{j}\right)\right)
$$

Next we compute
$\alpha_{0}\left(d_{1}\left(e_{i} \otimes e_{j}^{*}+\eta\right)\right)=\alpha_{0}\left(\sum_{l=1}^{g} a_{l, j}\left(e_{i} \otimes e_{l}\right)\right)=\sum_{l=1}^{g} a_{l, j} \frac{f_{i} e_{l}+f_{l} e_{i}}{2}=\frac{f_{i}\left(\sum_{l=1}^{g} a_{l, j} e_{l}\right)}{2}$,
since $\sum_{l=1}^{g} a_{l, j} f_{l}=0$.

- If $(i, j) \neq(g, g)$, then

$$
\rho\left(\alpha_{1}\left(e_{i} \otimes e_{j}^{*}+\eta\right)\right)=\rho\left(f_{i} e_{j}^{*} / 2\right)=\frac{f_{i}\left(\sum_{l=1}^{g} a_{l, j} e_{l}\right)}{2}
$$

- If $(i, j)=(g, g)$, then

$$
\begin{aligned}
\rho\left(\alpha_{1}\left(e_{g} \otimes e_{g}^{*}+\eta\right)\right) & =\rho\left(\frac{-\sum_{v=1}^{g-1} f_{v} e_{v}^{*}}{2}\right)=\frac{-\sum_{v=1}^{g-1} f_{v}\left(\sum_{l=1}^{g} a_{l, v} e_{l}\right)}{2} \\
& =\frac{\sum_{l=1}^{g}\left(\sum_{v=1}^{g-1} a_{v, l} f_{v}\right) e_{l}}{2} \quad\left(\text { since } a_{v, l}=-a_{l, v}\right) \\
& =\frac{-\sum_{l=1}^{g}\left(a_{g, l} f_{g}\right) e_{l}}{2} \quad \begin{array}{l}
\text { (since } \left.\sum_{v=1}^{g} a_{v, l} f_{v}=0\right) \\
\\
\end{array} \quad \begin{array}{l}
\text { (since } \left.a_{g, l}=-a_{l, g}\right)
\end{array}
\end{aligned}
$$

Hence in both cases, $\alpha_{0}\left(d_{1}\left(e_{i} \otimes e_{j}^{*}+\eta\right)\right)=\rho\left(\alpha_{1}\left(e_{i} \otimes e_{j}^{*}+\eta\right)\right)$.
Next, for $1 \leq i<j \leq g-1$, we compute

$$
\alpha_{1}\left(d_{2}\left(e_{i}^{*} \wedge e_{j}^{*}\right)\right)=\alpha_{1}\left(\sum_{l=1}^{g} a_{l, i}\left(e_{l} \otimes e_{j}^{*}\right)-\sum_{v=1}^{g} a_{v, j}\left(e_{v} \otimes e_{i}^{*}\right)+\eta\right) .
$$

Since neither $(l, j)$ nor $(v, i)$ is $(g, g)$, it follows that

$$
\alpha_{1}\left(d_{2}\left(e_{i}^{*} \wedge e_{j}^{*}\right)\right)=\frac{\left(\sum_{l=1}^{g} a_{l, i} f_{l}\right) e_{j}^{*}}{2}-\frac{\left(\sum_{v=1}^{g} a_{v, j} f_{v}\right) e_{i}^{*}}{2}=0=\delta\left(\alpha_{2}\left(e_{i}^{*} \wedge e_{j}^{*}\right)\right)
$$

where the second-to-last equality holds beause $\sum_{v=1}^{g} a_{v, l} f_{v}=0$.

Finally, for $1 \leq i \leq g-1$ and $j=g$, we have

$$
\begin{aligned}
\alpha_{1}\left(d_{2}\left(e_{i}^{*} \wedge e_{g}^{*}\right)\right) & =\alpha_{1}\left(\sum_{l=1}^{g} a_{l, i}\left(e_{l} \otimes e_{g}^{*}\right)-\sum_{v=1}^{g} a_{v, g}\left(e_{v} \otimes e_{i}^{*}\right)+\eta\right) \\
& =\frac{\left(\sum_{l=1}^{g-1} a_{l, i} f_{l}\right) e_{g}^{*}}{2}-\frac{\sum_{v=1}^{g-1} a_{g, i} f_{v} e_{v}^{*}}{2}-\frac{\left(\sum_{v=1}^{g} a_{v, g} f_{v}\right) e_{i}^{*}}{2} \\
& =\frac{-a_{g, i} f_{g} e_{g}^{*}}{2}-\frac{\sum_{v=1}^{g-1} a_{g, i} f_{v} e_{v}^{*}}{2} \quad\left(\text { since } \sum_{v=1}^{g} a_{v, l} f_{v}=0\right) \\
& =\frac{-a_{g, i}\left(\sum_{v=1}^{g} f_{v} e_{v}^{*}\right)}{2}
\end{aligned}
$$

(Note that the formula for $\alpha_{1}\left(e_{l} \otimes e_{g}^{*}\right)$ depends on whether $l=g$ or not.) We also have

$$
\delta\left(\alpha_{2}\left(e_{i}^{*} \wedge e_{g}^{*}\right)\right)=\delta\left(-a_{g, i} / 2\right)=\frac{-a_{g, i}\left(\sum_{v=1}^{g} f_{v} e_{v}^{*}\right)}{2}
$$

Hence, $\alpha: Q \rightarrow P$ is a lifting of the inclusion map $J^{2} \rightarrow J$.
Since $\alpha(Q) \subseteq \mathfrak{m} P$, it follows that $\alpha \otimes(R / \mathfrak{m})=0$. Hence, $\operatorname{Tor}_{i}^{R}\left(J^{2}, k\right) \rightarrow \operatorname{Tor}_{i}^{R}(J, k)$ is the zero map for all $i$. The proof is concluded.
Proof of Lemma 3.6. It is harmless to assume that $I \subseteq \mathfrak{m}$. We can write $I$ as a finite intersection $I_{1} \cap \cdots \cap I_{d}$ of irreducible ideals. If we can show the lemma for each of the components $I_{j}$, then

$$
I^{2}: \mathfrak{m} \subseteq\left(I_{1}^{2}: \mathfrak{m}\right) \cap \cdots \cap\left(I_{d}^{2}: \mathfrak{m}\right) \subseteq \bigcap_{j=1}^{d} I_{j}=I
$$

Hence, we can assume that $I$ is an irreducible ideal. Being irreducible, $I$ is a primary ideal. If $\sqrt{I} \neq \mathfrak{m}$, then $I^{2}: \mathfrak{m} \subseteq I: \mathfrak{m}=I$. Therefore, we assume that $I$ is an $\mathfrak{m}$-primary irreducible ideal. Let $k=R / \mathfrak{m}$. It is a simple result that any $\mathfrak{m}$-primary irreducible ideal must satisfy $\operatorname{dim}_{k}(I: \mathfrak{m}) / I=1$. Note that $R$ is a regular local ring, so being a Cohen-Macaulay module of dimension zero, $R / I$ is perfect. Hence, $I$ is a perfect Gorenstein ideal of height three. It then remains to use the second assertion of Proposition 3.7.

In view of Lemma 3.6, it seems natural to ask the following:
Question 3.8. Let $(R, \mathfrak{m})$ be a three dimensional regular local ring containing $1 / 2$. Let $I$ be an ideal of $R$. Is it true that for all $n \geq 2, I^{n}: \mathfrak{m} \subseteq I^{n-1}$ ?

For regular local rings of dimension at most two, Ahangari Maleki has proved that Question 3.8 has a positive answer regardless of the characteristic [Ahangari Maleki 2019, proof of Theorem 3.7]. Nevertheless, if $\operatorname{dim} A$ is not fixed, Question 3.8 has a negative answer in positive characteristic in general. Here is a counterexample in dimension 9:

Example 3.9. Choose char $k=2, A=k\left[x_{1}, x_{2}, x_{3}, \ldots, z_{1}, z_{2}, z_{3}\right]$ and

$$
M=\left(\begin{array}{lll}
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3} \\
z_{1} & z_{2} & z_{3}
\end{array}\right)
$$

Let $I_{2}(M)$ be the ideal generated by the 2-minors of $M$, and

$$
I=I_{2}(M)+\sum_{i=1}^{3}\left(x_{i}, y_{i}, z_{i}\right)^{2}+\left(x_{1}, x_{2}, x_{3}\right)^{2}+\left(y_{1}, y_{2}, y_{3}\right)^{2}+\left(z_{1}, z_{2}, z_{3}\right)^{2}
$$

Denote $\mathfrak{m}=A_{+}$. The Betti table of $A / I$, computed by Macaulay 2 [Grayson and Stillman 1996], is

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| total: | 1 | 36 | 160 | 315 | 404 | 404 | 315 | 160 | 36 | 1 |
| $0:$ | 1 | . | . | . | . | . | . | . | . | . |
| $1:$ | . | 36 | 160 | 315 | 288 | 116 | . | . | . | . |
| $2:$ | . | . | . | . | 116 | 288 | 315 | 160 | 36 | . |
| $3:$ | . | . | . | . | . | . | . | . | . | 1 |

Therefore, $I$ is an $\mathfrak{m}$-primary, binomial, quadratic, Gorenstein ideal. Also, the relation $x_{1} y_{2} z_{3}+x_{2} y_{3} z_{1}+x_{3} y_{1} z_{2} \in\left(I^{2}: \mathfrak{m}\right) \backslash I$ implies $I^{2}: \mathfrak{m} \nsubseteq I$. This means that the map $\operatorname{Tor}_{8}^{A}\left(k, I^{2}\right) \rightarrow \operatorname{Tor}_{8}^{A}(k, I)$ is not zero. In particular, this gives a negative answer to [Ahangari Maleki 2019, Question 3.6] in positive characteristic.

## 4. Powers of sums and associated primes

Bounds for associated primes. The second main result of this paper is the following. Its part (3) generalizes [Hà and Morey 2010, Lemma 3.4], which deals only with squarefree monomial ideals.
Theorem 4.1. Let $A, B$ be commutative Noetherian algebras over $k$ such that $R=A \otimes_{k} B$ is Noetherian. Let $I, J$ be proper ideals of $A, B$, respectively.
(1) For all $n \geq 1$, we have inclusions

$$
\begin{aligned}
\bigcup_{i=1}^{n} & \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right) \\
\mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
\end{aligned} \subseteq \operatorname{Ass}_{R} \frac{R}{(I+J)^{n}},
$$

(2) If, moreover, $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ for all $n \geq 1$, then both inclusions in (1) are equalities.
(3) In particular, if A and B are polynomial rings and I and J are monomial ideals, then for all $n \geq 1$, we have an equality

$$
\operatorname{Ass}_{R} \frac{R}{(I+J)^{n}}=\bigcup_{i=1}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(A / I^{i}\right) \\ \mathfrak{q} \in \operatorname{Ass}_{B}\left(B / J^{n-i+1}\right)}}\{\mathfrak{p}+\mathfrak{q \}} .
$$

Proof. (1): Denote $Q=I+J$. By Proposition 2.1, we have

Hence,

$$
Q^{n-1} / Q^{n}=\bigoplus_{i=1}^{n}\left(I^{i-1} / I^{i} \otimes_{k} J^{n-i} / J^{n-i+1}\right)
$$

(1) $\bigcup_{i=1}^{n} \operatorname{Ass}_{R}\left(I^{i-1} / I^{i} \otimes_{k} J^{n-i} / J^{n-i+1}\right)=\operatorname{Ass}_{R}\left(Q^{n-1} / Q^{n}\right) \subseteq \operatorname{Ass}_{R}\left(R / Q^{n}\right)$.

For each $1 \leq i \leq n$, we have $J^{n-i} Q^{i} \subseteq J^{n-i}\left(I^{i}+J\right)=J^{n-i} I^{i}+J^{n-i+1}$. We claim that $\left(J^{n-i} I^{i}+J^{n-i+1}\right) / J^{n-i} Q^{i} \cong J^{n-i+1} / J^{n-i+1} Q^{i-1}$, so that there is an exact sequence
(2) $0 \longrightarrow \frac{J^{n-i+1}}{J^{n-i+1} Q^{i-1}} \longrightarrow \frac{J^{n-i}}{J^{n-i} Q^{i}} \longrightarrow \frac{J^{n-i}}{J^{n-i+1}+J^{n-i} I^{i}} \cong \frac{A}{I^{i}} \otimes_{k} \frac{J^{n-i}}{J^{n-i+1}} \longrightarrow 0$.

For the claim, we have

$$
\begin{aligned}
\left(J^{n-i} I^{i}+J^{n-i+1}\right) / J^{n-i} Q^{i} & =\frac{J^{n-i} I^{i}+J^{n-i+1}}{J^{n-i}\left(I^{i}+J Q^{i-1}\right)}=\frac{J^{n-i} I^{i}+J^{n-i+1}}{J^{n-i} I^{i}+J^{n-i+1} Q^{i-1}} \\
& =\frac{\left(J^{n-i} I^{i}+J^{n-i+1}\right) / J^{n-i} I^{i}}{\left(J^{n-i} I^{i}+J^{n-i+1} Q^{i-1}\right) / J^{n-i} I^{i}} \\
& \cong \frac{J^{n-i+1} / J^{n-i+1} I^{i}}{J^{n-i+1} Q^{i-1} / J^{n-i+1} I^{i}} \cong \frac{J^{n-i+1}}{J^{n-i+1} Q^{i-1}}
\end{aligned}
$$

In the display, the first isomorphism follows from the fact that

$$
J^{n-i+1} \cap J^{n-i} I^{i}=J^{n-i+1} I^{i}=J^{n-i} I^{i} \cap J^{n-i+1} Q^{i-1}
$$

which holds since by Proposition 2.1,

$$
J^{n-i+1} I^{i} \subseteq J^{n-i} I^{i} \cap J^{n-i+1} Q^{i-1} \subseteq J^{n-i} I^{i} \cap J^{n-i+1} \subseteq I^{i} \cap J^{n-i+1}=J^{n-i+1} I^{i}
$$

Now for $i=n$, the exact sequence (2) yields

$$
\operatorname{Ass}_{R}\left(R / Q^{n}\right) \subseteq \operatorname{Ass}_{R}\left(J / J Q^{n-1}\right) \cup \operatorname{Ass}_{R}\left(A / I^{n} \otimes_{k} B / J\right)
$$

The cases $2 \leq i \leq n-1$ and $i=1$ follow similarly. Putting everything together,

$$
\begin{equation*}
\operatorname{Ass}_{R}\left(R / Q^{n}\right) \subseteq \bigcup_{i=1}^{n} \operatorname{Ass}_{R}\left(A / I^{i} \otimes_{k} J^{n-i} / J^{n-i+1}\right) \tag{3}
\end{equation*}
$$

Combining (1), (3), and Theorem 2.2, we finish the proof of (1).
(2): $\operatorname{If~}_{\operatorname{Ass}_{A}}\left(A / I^{n}\right)=\operatorname{Ass}_{A}\left(I^{n-1} / I^{n}\right)$ for all $n \geq 1$, then clearly the upper bound and lower bound for $\operatorname{Ass}\left(R /(I+J)^{n}\right)$ in part (1) coincide. The conclusion follows. (3): In this situation, every associated prime of $A / I^{i}$ is generated by variables. In particular, $\mathfrak{p}+\mathfrak{q}$ is a prime ideal of $R$ for any $\mathfrak{p} \in \operatorname{Ass}\left(A / I^{i}\right), \mathfrak{q} \in \operatorname{Ass}_{B}\left(B / J^{j}\right)$, and $i, j \geq 1$. The conclusion follows from part (2).
Remark 4.2. If Question 3.1 has a positive answer, then we can strengthen the conclusion of Theorem 4.1. Let $A, B$ be standard graded polynomial rings over $k$. Let $I, J$ be proper homogeneous ideals of $A, B$, respectively. Then for all $n \geq 1$, there is an equality

$$
\operatorname{Ass}_{R} \frac{R}{(I+J)^{n}}=\bigcup_{i=1}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(A / I^{i}\right) \\ \mathfrak{q} \in \operatorname{Ass}_{B}\left(B / J^{n-i+1}\right)}} \operatorname{Min}(R /(\mathfrak{p}+\mathfrak{q}))
$$

Example 4.3. In general, for singular base rings, each of the inclusions presented in Theorem 4.1 can be strict. First, take $A=k[a, b, c] /\left(a^{2}, a b, a c\right), I=(b), B=k$, $J=(0)$. Then $R=A, Q=I=(b)$, and $I^{2}=\left(b^{2}\right)$. Let $\mathfrak{m}=(a, b, c)$. One can check that $a \in\left(I^{2}: \mathfrak{m}\right) \backslash I^{2}$ and $I / I^{2} \cong A /(a, b) \cong k[c]$. It follows that $\operatorname{depth}\left(A / I^{2}\right)=0<\operatorname{depth}\left(I / I^{2}\right)$. In particular, $\mathfrak{m} \in \operatorname{Ass}_{A}\left(A / I^{2}\right) \backslash \operatorname{Ass}_{A}\left(I / I^{2}\right)$. Thus, the lower bound for $\operatorname{Ass}_{R}\left(R / Q^{2}\right)$ is strict in this case.

Second, take $A, I$ as above and $B=k[x, y, z], J=\left(x^{4}, x^{3} y, x y^{3}, y^{4}, x^{2} y^{2} z\right)$. In this case

$$
Q=\left(b, x^{4}, x^{3} y, x y^{3}, y^{4}, x^{2} y^{2} z\right) \subseteq k[a, b, c, x, y, z] /\left(a^{2}, a b, a c\right)
$$

Then $c+z$ is $\left(R / Q^{2}\right)$-regular, so depth $R / Q^{2}>0=\operatorname{depth} A / I^{2}+\operatorname{depth} B / J$. Hence, $(a, b, c, x, y, z)$ does not lie in $\operatorname{Ass}_{R}\left(R / Q^{2}\right)$, but it belongs to the upper bound for $\operatorname{Ass}_{R}\left(R / Q^{2}\right)$ in Theorem 4.1(1).

Asymptotic primes. Recall that if $I \neq A$, grade $(I, A)$ denotes the maximal length of an $A$-regular sequence consisting of elements in $I$; and if $I=A$, by convention, $\operatorname{grade}(I, A)=\infty$ (see [Bruns and Herzog 1998, Section 1.2] for more details). Let $\operatorname{astab}^{*}(I)$ denote the minimal integer $m \geq 1$ such that both $\operatorname{Ass}_{A}\left(A / I^{i}\right)$ and $\operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right)$ are constant sets for all $i \geq m$. By a result due to McAdam and Eakin [1979, Corollary 13], for all $i \geq \operatorname{astab}^{*}(I), \operatorname{Ass}_{A}\left(A / I^{i}\right) \backslash \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right)$ consists only of prime divisors of ( 0 ). Hence, if grade $(I, A) \geq 1$, i.e., $I$ contains a non-zerodivisor, then $\operatorname{Ass}_{A}\left(A / I^{i}\right)=\operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right)$ for all $i \geq \operatorname{astab}^{*}(I)$. Denote

$$
\operatorname{Ass}_{A}^{*}(I)=\bigcup_{i \geq 1} \operatorname{Ass}_{A}\left(A / I^{i}\right)=\bigcup_{i=1}^{\operatorname{astab}^{*}(I)} \operatorname{Ass}_{A}\left(A / I^{i}\right)
$$

and

$$
\operatorname{Ass}_{A}^{\infty}(I)=\operatorname{Ass}_{A}\left(A / I^{i}\right), \quad \text { for any } i \geq \operatorname{astab}^{*}(I)
$$

The following lemma will be useful:
Lemma 4.4. For any $n \geq 1$, we have

$$
\bigcup_{i=1}^{n} \operatorname{Ass}_{A}\left(A / I^{i}\right)=\bigcup_{i=1}^{n} \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right)
$$

In particular, if $\operatorname{grade}(I, A) \geq 1$, then

$$
\operatorname{Ass}_{A}^{*}(I)=\bigcup_{i=1}^{\operatorname{astab}^{*}(I)} \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right)=\bigcup_{i \geq 1} \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right)
$$

Proof. For the first assertion, clearly the left-hand side contains the right-hand side. Conversely, we deduce from the inclusion

$$
\operatorname{Ass}_{A}\left(A / I^{i}\right) \subseteq \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right) \cup \operatorname{Ass}_{A}\left(A / I^{i-1}\right)
$$

for $2 \leq i \leq n$, that the other containment is valid as well.
The remaining assertion is clear.
Now we describe the asymptotic associated primes of $(I+J)^{n}$ for $n \gg 0$ and provide an upper bound for astab* $(I+J)$ under certain conditions on $I$ and $J$.

Theorem 4.5. Assume that grade $(I, A) \geq 1$ and $\operatorname{grade}(J, B) \geq 1$, e.g., $A$ and $B$ are domains and $I, J$ are proper ideals. Then for all $n \geq \operatorname{astab}^{*}(I)+\operatorname{astab}^{*}(J)-1$, we have

$$
\begin{aligned}
& \operatorname{Ass}_{R} \frac{R}{(I+J)^{n}}=\operatorname{Ass}_{R} \frac{(I+J)^{n-1}}{(I+J)^{n}} \\
&=\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{\begin{subarray}{c}{*} }}(I)} \\
{\mathfrak{q} \in \operatorname{Ass}_{B}^{\alpha}(J)}\end{subarray}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \bigcup \\
& \bigcup
\end{aligned}
$$

In particular, $\operatorname{astab}^{*}(I+J) \leq \operatorname{astab}^{*}(I)+\operatorname{astab}^{*}(J)-1$ and

$$
\operatorname{Ass}_{R}^{\infty}(I+J)=\bigcup_{\substack{\mathfrak{p} \in \operatorname{AssA}_{A}^{*}(I) \\ \mathfrak{q} \in \operatorname{Ass}_{B}^{\infty}(J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \bigcup \bigcup \bigcup \bigcup
$$

Proof. Denote $Q=I+J$. It suffices to prove that for $n \geq \operatorname{astab}^{*}(I)+\operatorname{astab}^{*}(J)-1$, both the lower bound (which is nothing but $\operatorname{Ass}_{R}\left(Q^{n-1} / Q^{n}\right)$ ) and the upper bound for $\operatorname{Ass}_{R}\left(R / Q^{n}\right)$ in Theorem 4.1 are equal to

$$
\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}^{*}(I) \\
\mathfrak{q} \in \operatorname{Ass}_{B}^{A}(J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \bigcup \bigcup \bigcup \substack{\mathfrak{p} \in \operatorname{Ass}_{\begin{subarray}{c}{\infty \\
\mathfrak{q}} }}(I)} \end{subarray} \underset{\operatorname{Ass}_{B}^{*}(J)}{ } \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) .
$$

First, for the lower bound, we need to show that for $n \geq \operatorname{astab}^{*}(I)+\operatorname{astab}^{*}(J)-1$,
(4)

$$
\begin{aligned}
& \bigcup_{i=1}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right) \\
\mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \\
&=\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}^{*}(I) \\
\mathfrak{q} \in \operatorname{Ass}_{B}^{\infty}(J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \bigcup \\
& \substack{\mathfrak{p} \in \operatorname{Ass}_{A}^{\infty}(I) \\
\mathfrak{q} \in \operatorname{Ass}_{B}^{*}(J)}
\end{aligned} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) .
$$

If $i \leq \operatorname{astab}^{*}(I), n-i+1 \geq \operatorname{astab}^{*}(J)$, hence $\operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)=\operatorname{Ass}_{B}^{\infty}(J)$. In particular,

$$
\begin{aligned}
\bigcup_{i=1}^{\operatorname{astab}^{*}(I)} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right) \\
\mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) & =\bigcup_{i=1}^{\operatorname{astab}^{*}(I)} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right) \\
\mathfrak{q} \in \operatorname{Ass}_{B}^{\infty}(J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \\
& =\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}^{*}(I) \\
\mathfrak{q} \in \operatorname{Ass}_{B}^{\infty}(J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
\end{aligned}
$$

where the second equality follows from Lemma 4.4.
If $i \geq \operatorname{astab}^{*}(I)$, then $\operatorname{Ass}_{A}\left(A / I^{i}\right)=\operatorname{Ass}_{A}^{\infty}(I), 1 \leq n+1-i \leq n+1-\operatorname{astab}^{*}(I)$. Hence,

$$
\begin{aligned}
\bigcup_{i=\operatorname{astab}^{*}(I)}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(I^{i-1} / I^{i}\right) \\
\mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) & =\bigcup_{i=1}^{n+1-\operatorname{astab}^{*}(I)} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}^{\infty}(I) \\
\mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{i-1} / J^{i}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \\
& =\bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}^{\infty}(I) \\
\mathfrak{q} \in \operatorname{Ass}_{B}^{*}(J)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})
\end{aligned}
$$

The second equality follows from the inequality $n+1-\operatorname{astab}^{*}(I) \geq \operatorname{astab}^{*}(J)$ and Lemma 4.4. Putting everything together, we get (4). The argument for the equality of the upper bound is entirely similar. The proof is concluded.

## 5. The persistence property of sums

Recall that an ideal $I$ in a Noetherian ring $A$ has the persistence property if $\operatorname{Ass}\left(A / I^{n}\right) \subseteq \operatorname{Ass}\left(A / I^{n+1}\right)$ for all $n \geq 1$. There exist ideals which fail the persistence property. A well-known example is $I=\left(a^{4}, a^{3} b, a b^{3}, b^{4}, a^{2} b^{2} c\right) \subseteq k[a, b, c]$, for which $I^{n}=(a, b)^{4 n}$ and $(a, b, c) \in \operatorname{Ass}(A / I) \backslash \operatorname{Ass}\left(A / I^{n}\right)$ for all $n \geq 2$. (For the equality $I^{n}=(a, b)^{4 n}$ for all $n \geq 2$, note that

$$
U=\left(a^{4}, a^{3} b, a b^{3}, b^{4}\right) \subseteq I \subseteq(a, b)^{4}
$$

Hence, $U^{n} \subseteq I^{n} \subseteq(a, b)^{4 n}$ for all $n$, and it remains to check that $U^{n}=(a, b)^{4 n}$ for all $n \geq 2$. By direct inspection, this holds for $n \in\{2,3\}$. For $n \geq 4$, since $U^{n}=U^{2} U^{n-2}$, we are done by induction.) However, in contrast to the case of monomial ideals, it is still challenging to find a homogeneous prime ideal without the persistence property (if it exists).

Swanson and Walker [2019, Question 1.6] raised the question whether given two ideals $I$ and $J$ living in different polynomial rings, if both of them have the persistence property, so does $I+J$. The third main result answers in the positive [Swanson and Walker 2019, Question 1.6] in many new cases. In fact, its case (ii) subsumes [Swanson and Walker 2019, Corollary 1.7].

Corollary 5.1. Let $A$ and $B$ be standard graded polynomial rings over $k, I$ and $J$ are proper homogeneous ideals of $A$ and $B$, respectively. Assume that I has the persistence property, and $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ for all $n \geq 1$. Then $I+J$ has the persistence property. In particular, this is the case if any of the following conditions holds:
(i) I is a monomial ideal satisfying the persistence property.
(ii) $I^{n+1}: I=I^{n}$ for all $n \geq 1$.
(iii) $I^{n}$ is unmixed for all $n \geq 1$.
(iv) $\operatorname{char} k=0, \operatorname{dim}(A / I) \leq 1$, and I has the persistence property.

Proof. The hypothesis $\operatorname{Ass}\left(A / I^{n}\right)=\operatorname{Ass}\left(I^{n-1} / I^{n}\right)$ for all $n \geq 1$ and Theorem 4.1(2) yields for all such $n$ an equality

$$
\begin{equation*}
\operatorname{Ass}_{R} \frac{R}{(I+J)^{n}}=\bigcup_{i=1}^{n} \bigcup_{\substack{\mathfrak{p} \in \operatorname{Ass}_{A}\left(A / I^{i}\right) \\ \mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q}) \tag{5}
\end{equation*}
$$

Take $P \in \operatorname{Ass}_{R}\left(R /(I+J)^{n}\right)$, then for some $1 \leq i \leq n, \mathfrak{p} \in \operatorname{Ass}_{A}\left(A / I^{i}\right)$, and $\mathfrak{q} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)$, we get $P \in \operatorname{Min}_{R}(R / \mathfrak{p}+\mathfrak{q})$.

Since $I$ has the persistence property, it follows that $\operatorname{Ass}\left(A / I^{i}\right) \subseteq \operatorname{Ass}\left(A / I^{i+1}\right)$, so $\mathfrak{p} \in \operatorname{Ass}\left(A / I^{i+1}\right)$. Hence, thanks to (5),

$$
P \in \bigcup_{\substack{\mathfrak{p}_{1} \in \operatorname{Ass}_{A}\left(A / I^{i+1}\right) \\ \mathfrak{q}_{1} \in \operatorname{Ass}_{B}\left(J^{n-i} / J^{n-i+1}\right)}} \operatorname{Min}_{R}\left(R / \mathfrak{p}_{1}+\mathfrak{q}_{1}\right) \subseteq \operatorname{Ass}_{R} \frac{R}{(I+J)^{n+1}}
$$

Therefore, $I+J$ has the persistence property.
The second assertion is a consequence of the first assertion, Theorem 3.2, and Lemma 2.4.

## Acknowledgments

Nguyen and Tran were supported by the Vietnam National Foundation for Science and Technology Development (NAFOSTED) under grant numbers 101.042019.313 and $1 / 2020 /$ STS02, respectively. Nguyen is also grateful for the support of Project CT0000.03/19-21 of the Vietnam Academy of Science and Technology. Tran is also supported by the Vietnam Ministry of Education and Training (MOET) under grant number B2022-DHH-01. Part of this paper was written while Tran visited the Vietnam Institute for Advanced Study in Mathematics (VIASM), and he would like to thank VIASM for the very kind support and hospitality. Finally, the authors are grateful to the anonymous referee for careful reading of the manuscript and many useful suggestions.

## References

[Ahangari Maleki 2019] R. Ahangari Maleki, "The Golod property for powers of ideals and Koszul ideals", J. Pure Appl. Algebra 223:2 (2019), 605-618. MR Zbl
[Brodmann 1979] M. Brodmann, "Asymptotic stability of Ass(M/In M)", Proc. Amer. Math. Soc. 74:1 (1979), 16-18. MR Zbl
[Bruns and Herzog 1998] W. Bruns and J. Herzog, Cohen-Macaulay rings, 2nd ed., Cambridge Studies in Advanced Mathematics 39, Cambridge University Press, 1998. MR
[Eisenbud 1995] D. Eisenbud, Commutative algebra: with a view toward algebraic geometry, Graduate Texts in Mathematics 150, Springer, New York, 1995. MR Zbl
[Francisco et al. 2010] C. A. Francisco, H. T. Hà, and A. Van Tuyl, "A conjecture on critical graphs and connections to the persistence of associated primes", Discrete Math. 310:15-16 (2010), 2176-2182. MR Zbl
[Grayson and Stillman 1996] D. R. Grayson and M. E. Stillman, "Macaulay2, a software system for research in algebraic geometry", 1996, available at http://www.math.uiuc.edu/Macaulay2/.
[Hà and Morey 2010] H. T. Hà and S. Morey, "Embedded associated primes of powers of square-free monomial ideals", J. Pure Appl. Algebra 214:4 (2010), 301-308. MR Zbl
[Hà et al. 2016] H. T. Hà, N. V. Trung, and T. N. Trung, "Depth and regularity of powers of sums of ideals", Math. Z. 282:3-4 (2016), 819-838. MR Zbl
[Hà et al. 2020] H. T. Hà, H. D. Nguyen, N. V. Trung, and T. N. Trung, "Symbolic powers of sums of ideals", Math. Z. 294:3-4 (2020), 1499-1520. MR Zbl
[Heinzer et al. 1992] W. Heinzer, D. Lantz, and K. Shah, "The Ratliff-Rush ideals in a Noetherian ring", Comm. Algebra 20:2 (1992), 591-622. MR Zbl
[Herzog and Asloob Qureshi 2015] J. Herzog and A. Asloob Qureshi, "Persistence and stability properties of powers of ideals", J. Pure Appl. Algebra 219:3 (2015), 530-542. MR Zbl
[Hoa 2020] L. T. Hoa, "Powers of monomial ideals and combinatorics", pp. 149-178 in New Trends in Algebras and Combinatorics (Hong Kong, 2017), edited by K. P. Shum et al., World Scientific, Singapore, 2020. Zbl
[Huckaba and Marley 1994] S. Huckaba and T. Marley, "Depth formulas for certain graded rings associated to an ideal", Nagoya Math. J. 133 (1994), 57-69. MR Zbl
[Kaiser et al. 2014] T. Kaiser, M. Stehlík, and R. Škrekovski, "Replication in critical graphs and the persistence of monomial ideals", J. Combin. Theory Ser. A $\mathbf{1 2 3}$ (2014), 239-251. MR Zbl
[Kustin and Ulrich 1992] A. R. Kustin and B. Ulrich, "A family of complexes associated to an almost alternating map, with applications to residual intersections", Mem. Amer. Math. Soc. 461, American Mathematical Society, Providence, RI, 1992. MR Zbl
[McAdam and Eakin 1979] S. McAdam and P. Eakin, "The asymptotic Ass", J. Algebra 61:1 (1979), 71-81. MR Zbl
[Morey and Villarreal 2012] S. Morey and R. H. Villarreal, "Edge ideals: algebraic and combinatorial properties", pp. 85-126 in Progress in commutative algebra 1, edited by C. Francisco et al., de Gruyter, Berlin, 2012. MR Zbl
[Nguyen and Vu 2019] H. D. Nguyen and T. Vu, "Powers of sums and their homological invariants", J. Pure Appl. Algebra 223:7 (2019), 3081-3111. MR Zbl
[Ratliff 1976] L. J. Ratliff, Jr., "On prime divisors of $I^{n}$, $n$ large", Michigan Math. J. 23:4 (1976), 337-352. MR Zbl
[Rossi and Swanson 2003] M. E. Rossi and I. Swanson, "Notes on the behavior of the Ratliff-Rush filtration", pp. 313-328 in Commutative algebra (Grenoble/Lyon, 2001)), edited by L. L. Avramov et al., Contemp. Math. 331, American Mathematical Society, Providence, RI, 2003. MR Zbl
[Sabzrou et al. 2008] H. Sabzrou, M. Tousi, and S. Yassemi, "Simplicial join via tensor product", Manuscripta Math. 126:2 (2008), 255-272. MR Zbl
[Swanson and Walker 2019] I. Swanson and R. M. Walker, "Tensor-multinomial sums of ideals: primary decompositions and persistence of associated primes", Proc. Amer. Math. Soc. 147:12 (2019), 5071-5082. MR Zbl

Received March 6, 2021. Revised June 26, 2021.

Hop D. Nguyen
Institute of Mathematics
VAST
Hanoi
Vietnam
ngdhop@gmail.com
Quang Hoa Tran
University of Education
Hue University
Hue
Vietnam
tranquanghoa@hueuni.edu.vn

# PACIFIC JOURNAL OF MATHEMATICS 

Founded in 1951 by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)

msp.org/pjm

## EDITORS

Don Blasius (Managing Editor)
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
blasius@math.ucla.edu

Matthias Aschenbrenner
Department of Mathematics University of California
Los Angeles, CA 90095-1555
matthias@math.ucla.edu
Daryl Cooper
Department of Mathematics
University of California
Santa Barbara, CA 93106-3080
cooper@math.ucsb.edu
Kefeng Liu
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
liu@math.ucla.edu

## Paul Balmer

Department of Mathematics
University of California
Los Angeles, CA 90095-1555
balmer@math.ucla.edu
Wee Teck Gan
Mathematics Department
National University of Singapore
Singapore 119076
matgwt@nus.edu.sg
Jiang-Hua Lu
Department of Mathematics
The University of Hong Kong
Pokfulam Rd., Hong Kong jhlu@maths.hku.hk

Vyjayanthi Chari
Department of Mathematics
University of California
Riverside, CA 92521-0135 chari@math.ucr.edu

Robert Lipshitz
Department of Mathematics
University of Oregon
Eugene, OR 97403
lipshitz@uoregon.edu

## Sorin Popa

Department of Mathematics
University of California
Los Angeles, CA 90095-1555
popa@math.ucla.edu

## PRODUCTION

Silvio Levy, Scientific Editor, production@msp.org

See inside back cover or msp.org/pjm for submission instructions.
The subscription price for 2022 is US $\$ / y e a r$ for the electronic version, and $\$ /$ year for print and electronic.
Subscriptions, requests for back issues and changes of subscriber address should be sent to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH, PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and Web of Knowledge (Science Citation Index).

The Pacific Journal of Mathematics (ISSN 1945-5844 electronic, 0030-8730 printed) at the University of California, c/o Department of Mathematics, 798 Evans Hall \#3840, Berkeley, CA 94720-3840, is published twelve times a year. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163.

PJM peer review and production are managed by EditFLOw ${ }^{\circledR}$ from Mathematical Sciences Publishers.
PUBLISHED BY

## E. mathematical sciences publishers

nonprofit scientific publishing
http://msp.org/
© 2022 Mathematical Sciences Publishers

## PACIFIC JOURNAL OF MATHEMATICS

Volume 316 No. $1 \quad$ January 2022
Divergence of finitely presented subgroups of CAT(0) groups ..... 1
Noel Brady and Hung Cong Tran
Orders of the canonical vector bundles over configuration spaces of ..... 53
finite graphs
Frederick R. Cohen and Ruizhi Huang
Compactness of conformal metrics with integral bounds on Ricci ..... 65 curvature
Conghan Dong and Yuxiang Li
Nearly holomorphic automorphic forms on $\mathrm{Sp}_{2 n}$ with sufficiently ..... 81 regular infinitesimal characters and applications
Shuil Horinaga
On incidence algebras and their representations ..... 131
Miodrag C. Iovanov and Gerard D. Koffi
An isoperimetric problem for three-dimensional parallelohedra ..... 169
Zsolt LÁNGI
Kähler-Ricci solitons induced by infinite-dimensional complex space ..... 183
formsAndrea Loi, Filippo Salis and Fabio Zuddas
Rigidity of CR morphisms ..... 207
Xiankui Meng and Stephen Shing-Toung Yau
Powers of sums and their associated primes ..... 217
Hop D. Nguyen and Quang Hoa Tran


[^0]:    MSC2020: 13A15, 13F20.
    Keywords: associated prime, powers of ideals, persistence property.

