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A B S T R A C T

In this paper, we theoretically investigate the influence of external electric field, Zeeman splitting field, and
dilute charged impurity on the thermodynamic features of the PbBiI monolayer. Green’s function approach, the
Born approximation, and the tight-binding model are employed to address these effects. We find the responses
of the electronic heat capacity (HC) and Pauli spin paramagnetic susceptibility (PSPS) to the symmetry breaking
originated from the presence of the perturbations. The results show that the electric (Zeeman) field leads to
an increase (decrease) in the bulk gap of the system, resulting in a gapless phase at a critical Zeeman field.
Correspondingly, HC and PSPS results confirm almost zero responses at the appeared critical Zeeman field.
On the other hand, critical impurity characters emerge within the validity regime of the Born approximation.
Finally, the combined effects of these perturbations are compared with the findings from the individual ones.
1. Introduction

It is well-established that two-dimensional (2D) topological insu-
lators (TIs) provide a promising platform for spintronics and topo-
logical quantum computing [1–3]. 2D TIs with non-trivial band gaps
usually contain heavy elements with strong intrinsic spin–orbit cou-
pling (SOC) [4–10]. In addition to the intrinsic SOC, the parallel
spin-polarized band dispersion curves accompanied by the opposite
in-plane chiral spin texture due to lack of inversion symmetry can
be regarded as an extrinsic SOC, so-called Rashba effect [2,11,12].
This extrinsic SOC produces an effective electric field, which allows
the control of the spin direction in the system [13–19]. Quantum
spin Hall insulators (QSHIs) [1] regarded as 2D TIs support topolog-
ically protected helical metallic edge states and maintain an insulating
bulk [20].

PbBiI compound as an example of noncentrosymmetric honeycomb-
lattice QSHIs has already been introduced to the literature with a
Rashba potential of 60 meV and band inversion with a large nontrivial
band gap of 0.14 eV in the work of Acosta and co-workers [21].
More importantly, it has been shown that a Rashba-like spin splitting
is formed in the PbBiI compound by two bands with the same in-
plane helical spin texture. These results allow the potential application
of such materials in the spintronic device with less energy loss. In
another work [22], it has been demonstrated that a Zeeman-type spin
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splitting can be formed in noncentrosymmetric 3D compounds. This
splitting can be tuned by changing the growth direction of slabs in these
compounds. Many of the above results are thought to occur because
the systems have certain excitations of the states hosting the electrons.
Further, the coexistence of the ferroelectric and valley polarization in
2D robust TIs, a family of fluorinated methyl-functionalized bismuthene
(Bi2C2H6−𝑥F𝑥) films with strong SOC (resulting in a non-trivial band
gaps up to 1.08 eV), has been studied [23]. Based on first-principles
calculations [24], the methyl-functionalized InBi monolayer (InBiCH3)
has QSH-state hosts with a band gap as large as 0.29 eV, which is
tunable and robust against the external electromechanical fields. Gen-
erally, high structural stability and large-gap in 2D III–V films promise
the potential application of them [25–29].

There are many researches focused on the physical properties of
such systems, however, on noncentrosymmetric 2D QSHIs, the system-
atic inclusion of perturbation effects has yet to be attempted for any
of these systems. Massive investments in designing new materials for
next-generation electronic and magnetic devices are opening a new
chapter in quantum materials, the investigation of emergent electronic,
thermodynamic and thermal properties [30–35]. These features will
propose some information that may be useful alongside solar cells and
catalysts as targets of absolute priority for designer materials intended
for technological application. In this work, we particularly investigate
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Fig. 1. Real-space top and side views of a noncentrosymmetric honeycomb-lattice
QSHI, formed by the IV, V, and VII elements, associated with the buckling parameter
𝑑 = 1.3 Å and the bond lengths {ℎ = 1.35, 3.04} Å for {Bi-Pb, Pb-I}. The 𝑘𝑦 − 𝑘𝑥 plane
hows the reciprocal space.

nconventional ‘‘perturbed’’ electronic and thermodynamic properties
f stable, noncentrosymmetric honeycomb-lattice QSHIs, formed by the
V, V, and VII elements. The perturbations are the electric field, the
eeman magnetic field, and the dilute charged impurities. To do so,
e focus on the fundamental electronic band structure, electronic heat

apacity (HC) and the Pauli spin paramagnetic susceptibility (PSPS)
ased on the tight-binding model, the Green’s function calculations and
he Born approximation in the scattering theory [36,37].

This paper is structured as follows. In Section 2, we briefly show
he necessary tight-binding Hamiltonian model, the HC, and the PSPS
n a pristine (unperturbed) QSHI. Section 3 presents the results for the
ffects of the above-mentioned perturbations on the electronic band
tructure, HC, and PSPS. Finally, concluding remarks will be presented
n Section 4.

. Pristine QSHIs of PbBiI compound

We introduce a model of a QSHI made up of elements of groups
V, V and VII, such as the PbBiI compound as illustrated in Fig. 1
nd previously described in detail in Ref. [38]. In Fig. 1, the QSHI
tructure has a buckled honeycomb form with two sublattices A and

(elements of group V) and a dimer (IV–VII elements). It has been
hown in Ref. [21] that the orbital contribution of Pb-I dimers near
he Fermi level is smaller than that of Bi atoms and can be neglected.
sing the basis of SOC of the Bi atoms|Bi𝐽 , 𝑗𝑧⟩, one can write the
ffective Hamiltonian matrix in the compound PbBiI, as a typical QSHI,
s follows

(𝑘⃗) =

⎛

⎜

⎜

⎜

⎜

⎝

−𝜀1∕2 + 𝜁1∕2𝑘2 𝚒𝛼1∕2
𝑅1 [𝑘𝑥 − 𝚒𝑘𝑦] 0 𝛾[𝑘𝑥 − 𝚒𝑘𝑦]

−𝚒𝛼1∕2
𝑅1 [𝑘𝑥 + 𝚒𝑘𝑦] −𝜀1∕2 + 𝜁1∕2𝑘2 𝛾[𝑘𝑥 + 𝚒𝑘𝑦] 0

0 𝛾[𝑘𝑥 + 𝚒𝑘𝑦] +𝜀3∕2 − 𝜁3∕2𝑘2 0
𝛾[𝑘𝑥 − 𝚒𝑘𝑦] 0 0 +𝜀3∕2 − 𝜁3∕2𝑘2

⎞

⎟

⎟

⎟

⎟

⎠

,

(1)

where on-site energies of different angular momenta are given by the
diagonal constant energies [𝜀1∕2 = 0.1685 eV, 𝜀3∕2 = 0.1575 eV, 𝛼1∕2𝑅1 =
3.0919 eV/Å , 𝜁1∕2 = 0.008187 eV/Å2, 𝜁3∕2 = 0.038068 eV/Å2] [21],
while the next-nearest-neighbor hopping processes are described by off-
diagonal ones. Also, 𝑘⃗ = (𝑘𝑥, 𝑘𝑦) is the momenta in the first Brillouin
zone (FBZ). And, 𝛾 = −3.5853 eV/Å. The energy dispersion relation
corresponding to the Hamiltonian (1) is obtained as [38]

𝜎𝜏 (𝑘) =
1
[

𝜎𝛼1∕2𝑘 + 𝜀 + 𝜁𝑘2 + 𝜏
{(

4𝛾2 +
[

𝛼1∕2
]2
)

𝑘2
2

2 𝑅1 𝑅1
+
[

𝜀′ − 𝜁 ′𝑘2
] [

−2𝜎𝛼1∕2𝑅1 𝑘 + 𝜀′ − 𝜁 ′𝑘2
]

}1∕2
]

, (2a)

∶= 𝜀3∕2 − 𝜀1∕2 , 𝜀′ ∶= 𝜀3∕2 + 𝜀1∕2 ,

∶= 𝜁1∕2 − 𝜁3∕2 , 𝜁 ′ ∶= 𝜁1∕2 + 𝜁3∕2 . (2b)

here 𝜏 = +1 (−1) for the conduction (valence) band and 𝜎 = +1 (−1)
mplies the spin up (down).

In Fig. 2(a), we plot the electronic band structure of the pristine
bBiI structure. One can see the existence of two different energy gaps
t the 𝛤 point: the Rashba spin splitting (𝑅 ≃ 60 meV) gap and the
and inversion gap (𝑔𝛤 ≃ 250 meV). It has been shown in Ref. [21]
hat the energy 𝑅 can be increased up to 90 meV via a compressive
train. The highest valence band is mainly originated from the 𝑝𝑥,𝑦-Bi
rbitals, while the lowest conduction band is mainly formed by 𝑝𝑧-Bi
rbitals.

Now we turn to the main purpose of the present work, which is to
tudy the HC and PSPS of PbBiI compound. The HC as a thermodynamic
uantity that is directly related to the electronic properties of the
aterial [39]. However, here we only consider the contribution of

lectrons to the HC, the contribution of phonons will be of interest in
ur future works. In general, HC is the change of the total internal
nergy of 𝑁 electrons per unit change of temperature, i.e. 0(𝑇 ) =
 0∕𝑑𝑇 where  0 is the total internal energy given by

0 = ∫

∞

−∞
𝑑  𝑛FD( , 𝑇 )0() , (3a)

n which 𝑛FD( , 𝑇 ) is the Fermi–Dirac distribution function of electrons
ith energy  at temperature 𝑇 . Also, 0() denotes the electron
ensity of states (DOS) in the pristine (unperturbed) system. Thus, we
ave

0(𝑇 ) = ∫

+∞

−∞
𝑑 

(

𝜕𝑛FD( , 𝑇 )
𝜕𝑇

)

0()

= 1
2𝑘B𝑇 2 ∫

+∞

−∞
𝑑 2

1 + cosh
[

∕𝑘B𝑇
] 0() , (4)

here 𝑘B is the Boltzmann constant and we have set F = 0. The
lectronic DOS can be connected to the Hamiltonian in Eq. (1) using the
reen’s function via 0() = −(1∕2𝜋)

∑

𝑘⃗∈FBZ
∑4

𝛼=1 Im[𝐺0
𝛼𝛼(𝑘⃗, )] where

the unperturbed Green’s function matrix is given by [36,37]

𝐺0(𝑘⃗, ) =
[

 + 𝚒𝜂 −(𝑘⃗)
]−1

, (5)

where 𝜂 = 5 meV is the phenomenological infinitesimal broadening
factor. The evolution of the HC with temperature is demonstrated in
Fig. 2(b) (the blue curve). We can see clearly the appearance of the
Schottky anomaly in the HC at 𝑘B𝑇 ≃ 𝑔𝛤 as expected. The origin and
physical meaning of this anomaly can be understood clearly as analyzed
in a previous work for borophene monolayer [40].

Turning to another thermodynamic property, so-called PSPS, which
is well suited for classifying solid materials based on their magnetic
properties. Magnetic materials exhibit an internal magnetization ()
when being subjected to an external magnetic field (𝐻). The mag-
netic susceptibility (𝜒), on the other hand, is defined as the ratio of
this magnetization to the magnetic field strength. From these points,
depending on the behavior of the material with the applied magnetic
field, the responses are classified into three main groups including
antiferromagnetic (AFM), paramagnetic (PM) and ferromagnetic (FM).
In general, the magnetic susceptibility can be calculated via the DOS.
The formula for the magnetization density is [36,37]

 =
𝜇𝙱
2 ∫

∞

−∞
0()𝑑

[

𝑛FD( − 𝜇𝙱𝐻) − 𝑛FD( + 𝜇𝙱𝐻)
]

, (6)

here 𝜇𝙱 is the Bohr magneton. Expanding the Fermi distribution with
espect to the magnetic field and ignoring terms containing higher
owers of the magnetic field when the magnetic field is weak (𝐻 → 0),
e have

= 𝜇2𝐻
∞
0()

−𝜕𝑛FD( , 𝑇 )𝑑 , (7)

𝙱 ∫−∞ 𝜕
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Fig. 2. (a) Electronic band structure, (b) HC and PSPS of non-interacting PbBiI in the absence of perturbations. The energy 𝑔𝛤 ≃ 250 meV and 𝑅 ≃ 60 meV refers to the band
inversion gap and the Rashba spin splitting, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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from that the PSPS is written as

𝜒(𝑇 ) = 𝜇2
𝙱 ∫

∞

−∞
0()[−𝜕𝑛FD( , 𝑇 )]𝑑 . (8)

Similar to the HC, it is appropriate to briefly review PSPS in mag-
netic materials, particularly AFM ones. It has been shown that there
are two or more sublattices that are magnetized in opposite directions
in AFM materials. AFM materials turn to PM ones at the temperature
above a critical temperature, the Neel temperature, which is obtained
from the maximum of the susceptibility. The value of PSPS reaches
maximum at 𝑇 = 𝑇𝑁 and then decreases with increasing 𝑇 . The red
curve in Fig. 2(b) presents the unperturbed PSPS of the PbBiI compound
versus thermal energy. We can see that the PSPS curve first increases,
reaches a maximum value, and then decreases. The physical reason
behind a different position of the peak in 𝜒(𝑇 ) compared to HC backs
to the energy derivative of the Fermi–Dirac distribution function, see
Eq. (8). In contrast to HC, PSPS is more sensitive to the concavity of
bands because of the energy derivative process. For this reason, the
position of the peak 𝑇𝑁 appears at higher thermal energies than 𝑔𝛤 .

3. Perturbation effects on the HC and PSPS of PbBiI compound

3.1. Electric and Zeeman fields

After addressing the basic electronic and thermodynamic features of
the pristine PbBiI compound, we turn to the perturbation effects. We
start with the electric and Zeeman field effects on the electronic phase
of the PbBiI compound via the following models

̂𝜎
buck. = −

∑

𝑖

𝜎𝑉
2

𝑓 †
𝑖𝜎𝑓𝑖𝜎 , (9a)

̂ Zeeman =
𝑔𝜇B
2

∑

𝑖,𝑗

[

𝑓 †
𝑖↑𝑓𝑖↓ + 𝑓 †

𝑖↑𝑓𝑗↓ + H.c.
]

, (9b)

here 𝑉 = 𝑒𝐸𝑑, 𝑒 is the electron charge, 𝐸 is the strength of applied
lectric field, and 𝑑 = 1.3 Åis the sublattice separation. We stress that
he considered electric field is uniform with different signs for different
pins originating from the buckling of the system. The summations are
aken for all lattice sites between 𝑖 and 𝑗. The creation and annihilation
perator for an electron with spin 𝜎 at site 𝑖 and 𝑗, respectively, is
escribed by 𝑓 †

𝑖𝜎 (𝑓𝑗𝜎). On the other hand, 𝑔 is the degeneracy number,
B is the Bohr magneton, and  is the Zeeman magnetic field strength.
inally, the term H.c. denotes the Hermitian conjugate of operators.
3

With the help of the Fourier transformation, the total Hamiltonian
n the presence of electric and magnetic fields can be rewritten as given
n Box I.

Again, one can calculate the electric- and Zeeman field-induced
nergy dispersion by diagonalizing the above Hamiltonian. Also, the
lectronic DOS of the system in the presence of electric and magnetic
ields can be calculated through 𝐺(𝑘⃗, ) = [ + 𝚒𝜂 −per (𝑘⃗)]−1. As well-
nown, the corresponding results for HC and PSPS can also be found.
o focus on the main aim of the present paper, we only consider one
trength of the electric and Zeeman field to address the electronic band
tructure of the PbBiI compound.

First we set  = 0. In Fig. 3(a) the band structures for a model
ith 𝑉 = 1 eV is shown. We immediately point out that the 𝐶3𝑣

ymmetry [21], comprising of threefold rotation symmetry 𝑅3 along
he 𝑧 axis, mirror symmetry 𝑀𝑥 (𝑥 → −𝑥) in the 𝑦𝑧 plane, and (iii)

TR symmetry  , is broken with the electric field and the position of
the band gaps introduced before is changed with 𝑉 . This symmetry
breaking is removing the Rashba gap explicitly and the intersection
points (the saddle points corresponding to the gap at 𝛤 point) such
that both gaps form a new gap at the 𝛤 point. The band separation
may lead to the new degenerate states in the system because the bands
are getting flat with 𝑉 . These effects will also manifest themselves in
the perturbed HC and PSPS.

Further, Fig. 3(b) shows the behavior of the band structure with
the Zeeman splitting field. Again the 𝐶3𝑣 symmetry breaking occurs.
In contrast to the electric field, the changes with the Zeeman field are
not symmetric with respect to the 𝐾 and 𝑀 points in the FBZ. Like
before, the inherent gaps are disappeared with the Zeeman field and
bands start to cross each other due to the splitting effect. Here we set
𝑔𝜇B = 0.7 eV to see the crossing point of the bands at the Fermi level.
Again, we will observe the effect of band splitting due to the Zeeman
field on the HC and PSPS quantities.

In Fig. 4 and the following figures, we will use the general procedure
outlined before in order to capture the electric and Zeeman field effects
on the HC and PSPS of the PbBiI compound. For DOS details, one can be
referred to the Ref. [38]. Shown in Figs. 4(a) and 4(b) are respectively
(𝑇 ) and 𝜒(𝑇 ) for three different 𝑉 s compared to the pristine situation,
i.e. 𝑉 = 0. We set the Zeeman field to zero to see the sole role
of the electric field on the Schottky anomaly. All strengths show the
same treatment described before, increasing and decreasing behaviors
after the Schottky temperature with 𝑉 . However, the HC increases

with 𝑉 stemming from the fact that the band gap increases with the
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e

F

f
W
t

0

per (𝑘⃗) =

⎛

⎜

⎜

⎜

⎜

⎝

−𝜀1∕2 + 𝜁1∕2𝑘2 − 𝑉 ∕2 𝚒𝛼1∕2𝑅1 𝑘− + 𝑔𝜇B∕2 0 𝛾𝑘− + 𝑔𝜇B∕2
−𝚒𝛼1∕2𝑅1 𝑘+ − 𝑔𝜇B∕2 −𝜀1∕2 + 𝜁1∕2𝑘2 + 𝑉 ∕2 𝛾𝑘+ − 𝑔𝜇B∕2 0

0 𝛾𝑘− + 𝑔𝜇B∕2 𝜀3∕2 − 𝜁3∕2𝑘2 − 𝑉 ∕2 𝑔𝜇B∕2
𝛾𝑘+ − 𝑔𝜇B∕2 0 −𝑔𝜇B∕2 𝜀3∕2 − 𝜁3∕2𝑘2 + 𝑉 ∕2

⎞

⎟

⎟

⎟

⎟

⎠

. (10)

Box I.
Fig. 3. Electronic band structure of PbBiI compound at (a) 𝑉 = 1.0 eV and (b) 𝑔𝜇B = 0.7 eV.
Fig. 4. The evolution of (a) HC and (b) PSPS of PbBiI compound with the electric field when the Zeeman field is turned off.
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3

lectric field as soon as the 𝐶3𝑣 symmetry is broken. One may expect
some changes in the Schottky position, but it should be noted that the
Schottky peak shown in Fig. 2(b) corresponding to the bulk gap of the
system will not follow the gap anymore when the 𝐶3𝑣 symmetry starts
to break down. For this reason, this symmetry breaking leads to an
increase in the HC, and no change is observed for the Schottky position
with 𝑉 . The same argument is valid for the PSPS peak and its behavior
with the electric field. By this, we mean that PSPS increases with 𝑉 in
ig. 4(b) along with no change in the peak position, see above.

In contrast to the electric field, an interesting behavior originated
rom the closed band gap in Fig. 3(b) appears for both quantities.

e learned that a critical Zeeman field results in a gapless phase in
he system associated with the 𝐶3𝑣 symmetry breaking. Due to the

highly connected electronic and thermodynamic features, this gapless
phase manifests itself in both HC and PSPS such that they increase
with Zeeman field up to a critical value and then start to immediately
decrease belonging to the gapless phase. For this reason, at 𝑔𝜇B =
.7 eV, both HC and PSPS quantities approach zero compared to other
4

D

trengths. However, these results can be modulated in the presence of
ther perturbations; we will come to this point in Fig. 7.

There are two important points about the formed curves in both
igs. 4 and 5 at intermediate temperatures in the presence of strong

and critical 𝑔𝜇B as general principles. First is the relation 𝜒(𝑇 ) <
(𝑇 ), which is valid in the absence and presence of local perturbations
temming from the occupation number multiplied by the fermion en-
rgy [see Eq. (4)]. The second point immediately refers to the small
ntensities of quantities in the presence of the Zeeman field compared
o the ones with the electric field, meaning that the responses with the
eeman field are dealing with fewer states. This can be understood
rom the fact that degeneracy states in the electronic DOS of the
ystem subjected to the Zeeman field are less than that of the electric
ield-induced one, see Fig. 3.

.2. Dilute charged impurity

We now investigate the effect of dilute charged impurity on the
OS, and followed by the HC and PSPS of the system. This perturbation
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Fig. 5. The evolution of (a) HC and (b) PSPS of PbBiI compound with Zeeman field when the electric field is turned off.

Fig. 6. The perturbed electronic DOS of impurity-infected PbBiI compound when (a) the scattering potential is fixed at 𝜈𝑖 = 0.5 eV and (b) the impurity concentration is fixed at
𝑛𝑖 = 10%. The electric and magnetic fields are switched off in this plot. The corresponding HC and PSPS are represented in {(c),(d)} and {(e),(f)}, respectively.
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can be described through the interacting Hamiltonian of the electrons
and external impurities which has been presented in Ref. [38] as

̂e-i =
∑

𝑘⃗,𝑞

𝜈i𝑓
†
𝑘⃗+𝑞

𝑓𝑞 , 𝑓 ∶= unit cell atoms , (11)

here 𝑞 = (𝑞𝑥, 𝑞𝑦). We consider dilute charged impurities distributed
andomly in the system with the impurity concentration 𝑛𝑖 = 𝑁𝑖∕𝑉 [𝑁𝑖
s the number of impurities and 𝑉 is the volume of numerically imple-
ented unit cells] and scattering potential 𝜈𝑖. The perturbed Green’s

unction is given by [36,37]

̂ (𝑞, 𝜏) = −⟨𝑇𝜏𝑈 (𝛽, 0)𝑓𝑞(𝜏)𝑓
†
𝑞
(0)⟩0 , (12)

where 𝛽 = 1∕𝑘B𝑇 , 𝜏 is the imaginary time, and 𝑈 (𝛽, 0) is the time
evolution operator given by

𝑈 (𝛽, 0) = 𝑇 𝑒−𝚒 ∫
𝛽
0 e-i(𝜏) 𝑑𝜏 . (13)

To neglect the effect of phonons, we limit ourselves to the low impurity
density, then the electronic self-energy matrix elements of disordered
PbBiI lattice can be calculated utilizing the Born approximation and
𝑇 -matrix [36,37] as

𝛴(𝑞, ) = 𝑛𝑖𝜈𝑖
[

1 −
𝜈𝑖
𝑁a

∑

𝑘⃗∈FBZ

𝐺0(𝑘⃗, )
]−1

. (14)

Using the Dyson equation [36], one can expand the perturbed Green’s
function of the impurity-infected QHSI as

𝐺(𝑘⃗, ) = 𝐺0(𝑘⃗, ) + 𝐺0(𝑘⃗, )𝛴(𝑞, )𝐺(𝑘⃗, ) . (15)

The perturbed DOS now can be obtained from the trace over the
imaginary part of the retarded interacting Green’s function

() = − 1
𝜋𝑁𝑎

4
∑

𝜒=1

∑

𝑘⃗∈FBZ

Im
[

𝐺𝜒𝜒 (𝑘⃗, )
]

. (16)

n the following, we numerically investigate the DOS, HC and PSPS of
he PbBiI compound for two scenarios: (i) the same impurity atoms
𝜈𝑖 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) and different 𝑛𝑖 and (ii) different impurity atoms (𝜈𝑖
aries) and the same 𝑛𝑖. The electronic DOS is shown in Figs. 6(a)
nd 6(b) for the former and the latter, respectively, where we fix the
cattering potential 𝜈𝑖 at 0.5 eV (Fig. 6(a)) and the impurity concen-
ration 𝑛𝑖 at 10% (Fig. 6(b)). The detailed analyzes for the DOS for
oth the scenarios have been presented clearly in Ref. [38] which
nvestigated the electronic phases in the PbBiI QSHI. In this work,
e focus only on the HC and PSPS of the system under the charged

mpurity perturbation.
Having the electronic DOS, one immediately turns to the HC and

SPS through Eqs. (4) and (8). Fig. 6(c)–(f) denote the numerical
esults. Strong deviations from the linearly increased trends with both
mpurity scattering parameters 𝑛𝑖 and 𝜈𝑖 addressed by the invalidity of
he Born approximation are evident. Looking at Fig. 6(a), we observe
hat the new mid-gap degenerate states start to appear (characterized
y the singularity around  ≃ −0.09 eV at 𝑛𝑖 ≃ 15%) for which the DOS
s strongly increased and above this concentration 𝑛𝑖 ≃ 15%, the system
ends to take stronger degenerate states, leading to larger DOSs at other
nergies. This, in turn, manifest itself in the HC and PSPS since the DOS
s directly included in Eqs. (4) and (8). When the DOS is large, the HC
nd PSPS become large as well. However, for 𝑛𝑖 = 20%, the density of
tates around the singularity is close to the case of 𝑛𝑖 = 10% and for
his reason, the competition between energies in HC and PSPS leads to
imilar smaller responses. On the other hand, in Fig. 6(b), the system
ransits from partially zero DOS to fully non-zero DOS at 𝜈𝑖 ≃ 0.4 eV.
or the same reason above-mentioned for the relation between DOS and
C/PSPS, both HC and PSPS become large at this impurity potential. It

hould be pointed out that intensities obtained here for both scenarios
re in the same order, which is another confirmation to the theory
e applied because both scattering parameters are originated from the

irst-order perturbation theory and they both belong to the randomly
6

T

oped impurities. For this reason, it is not far from the fact that close
ntensities are expected to emerge. Like before, all these arguments may
e changed if other perturbations are involved in the scattering process.

As the last investigation, we turn to the combined effects of per-
urbations. Although there are many possibilities to this end, we fix
he impurity scattering parameters to 𝑛𝑖 = 10% and 𝜈𝑖 = 0.5 eV and
ocus on the alterations of HC and PSPS with both electric and Zeeman
ields in Fig. 7. Remarkably, there is no nontrivial response for HC
nd PSPS with 𝑉 when the charged impurity is present. This stems
rom the point that both electric field and charged impurity doping
isturbances are types of electronic perturbations and the electric field
s robust against the dilute impurity doping. This may not be the case
f dense impurities are doped randomly on the system, which requires
ther approximations and it is out of the scope of the present paper. In
ore detail, as presented in the electronic DOSs in Fig. 6, the impurity

oncentration and scattering potential cannot take larger values than
hose taken — the system does not respond anymore for 𝜈𝑖 > 1 eV
nd 𝑛𝑖 > 20% because the DOSs are going back to their initial trends.
his argument is evident for 𝜈𝑖 > 1 eV, while for 𝑛𝑖 > 20%, this
eans that the singularities move to the conduction band and the DOS

ecomes similar to the pristine case. This is the way we characterize
he invalidity of Born approximation which is valid only for dilute
mpurities. Looking at the intensities in Figs. 7(a) and 7(b), we notice
hat the general statement 𝜒(𝑇 ) < (𝑇 ) is not valid anymore in the
resence of impurity and one should report it in another way. However,
hey are still so close to each other. Here there is a screening effect at
hich doping induces screening potential to the atoms, resulting in

he reduction of carrier’s energy and eventually in reducing the HC
ompared to the PSPS.

Although there is a nontrivial response at 𝑔𝜇B = 0.3 and 0.7
V (the same unexpected responses — accidentally due to the energy
cale competitions in the corresponding DOSs and bandwidths of the
lectronic band structure) for both HC and PSPS to the Zeeman field
ombined with the impurity doping, as shown in Figs. 7(c) and 7(d),
hich was not the case in the absence of impurity doping in Fig. 5, for

he Zeeman field, one should think of another mechanism because Zee-
an field and dilute charged impurity are types of different electronic

nd magnetic perturbations. Thus, the screening effect mentioned be-
ore is not affecting the Zeeman field effects. By this, we mean that the
elation 𝜒(𝑇 ) < (𝑇 ) holds valid when the Zeeman field coexists with
he dilute impurity doping.

. Concluding remarks

To summarize, we have carried out a theoretical study of the
hermodynamic properties of noncentrosymmetric QSHIs, to capture
he electric field, Zeeman field, and dilute charged impurity scattering
ffects on electronic HC and PSPS of PbBiI compound as an alternating
oncentrosymmetric QSHI. We have employed Green’s function tech-
ique to find the electronic DOS, the semi-classical Boltzmann approach
o find HC and PSPS, the tight-binding Hamiltonian model to consider
he electric and Zeeman fields, and the Born approximation to include
he dilute charged impurity doping effects.

Three kinds of behaviors are being involved as soon as the 𝐶3𝑣 sym-
etry is broken under perturbations: (i) increase of the bulk band gap,
C and PSPS with the electric field without any nontrivial treatment,

ii) decrease of the bulk band gap, HC and PSPS with the Zeeman
agnetic field with a nontrivial gapless phase at a critical field in

he band gap and zero responses in both HC and PSPS, and (iii)
nvalidity of employed Born approximation at a certain critical impurity
oncentration and scattering potential characterized by the electronic
OS behaviors and confirmed by HC and PSPS responses. Finally, we
ave looked at the response of HC and PSPS to the combined effects
f perturbations to control the nontrivial behaviors above-reported.

he results of this study provide a possible basis for the practical
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Fig. 7. Electric field- and Zeeman field-induced {(a),(c)} HC and {(b),(d)} PSPS of PbBiI compound at fixed scattering parameters 𝑛𝑖 = 10% and 𝜈𝑖 = 0.5 eV.
applications and control of information via the external perturbations
in noncentrosymmetric QSHIs.
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